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Introduction to advanced topics in field epidemiology

This manual is intended to complement Besic Field Epidemiology Manual. The Basic
Field Epidemiology Manual has been produced to as a resource for paraatgrstaff in
Indonesia and to accompany training for para-veseians in routine tasks they undertake
while providing diagnostic, treatment and diseasevgntion services for the benefit of

Indonesian livestock and their owners.

This manual orAdvanced Topics in Field Epidemiology is produced to provide a resource
for veterinarians to aid in investigation of prigrior emerging infectious disease, and for
assessment and utilisation of iISIKHNAS disease tatzonduct disease control at district,

provincial, and central government levels.

This manual aims to assist veterinarians to betable

* Apply epidemiology skills in planning, implementingnalysing and reporting on
disease investigation activities. This includes dwanting additional field
investigation studies to provide improved underdiag of causes of disease and

help inform on the optimal control strategies;

* Understand the interpretation of diagnostic testadand information. Apply
interpreted diagnostic test results to disease shiyegtion and control activities

including the development and interpretation of mk&gnostic tests;
» Describe, assess and compare options for contexiaglication of animal diseases.

The information presented in this advanced marsahtended to be used in conjunction
with theBasic Field Epidemiology Manual.
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1 Disease Investigation

The Basic Field Epidemiology Manual provides information on the clinical examination,

making a diagnosis, and the initial epidemiologipr@ach to disease investigation.

This section provides more advanced material tstagsthe planning and implementation
of epidemiologic investigations of disease and he tnalysis of data collected from
investigations. It is assumed that people readimg material will have read through the

material above presented in tRasic Field Epidemiology Manual.

1.1 Measures of disease frequency

Counts of cases, non-cases, and population ataiskoe used to estimate epidemiological
measures of disease frequency. This allows youestrtbe disease events and compare

disease events over time. The most used meas@rpseamalence and incidence.

1.1.1 Prevalence

The prevalence of a disease (or condition) is the proportion ase&s in a population at a

given point in time.

Budi looks after 15 cows; he has contacted you umxé& animals are sick with
the same signs of disease. Soleh looks after 3@ aothe same area as Budi’'s
cows and none of Soleh’s cows are sick. All the @l graze together in one
area.

The prevalence of disease is

5

P = =0.11=11%
15+30
Prevalence = number, o Cas,es
population at risk

The simplest estimate of the population at riskhe sum of cases and non-cases (all

animals) on the farm or farms where the investayais taking place.

Prevalence may not always provide a good measutheobccurrence of new cases of a
disease. An example of this is when cases are lmasegsults of a serology tests measuring
antibodies, a marker of prior exposure. In thisiaibn a positive test may indicate prior
infection from months or years previously and maymve anything to do with the current

disease.
Issue Date: 11/Dec/2013 Page 5
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In order to understand whether prevalence mayateferent disease cases or a mixture of
old and recent cases, you will need to understdred rtature of the disease being
investigated, how animals respond to being infeeted the type of diagnostic test that has

been used to classify animals as cases or non:-cases

1.1.2 Incidence

Theincidence is the number ohew cases that arise in a population over a spegifertbd
of time. Unlike prevalence, incidence reflecitsk, or the likelihood of an individual animal

contracting the disease in a given period of time.
Incidence can be calculated in different ways:
» cumulative incidence (CI) or incidence risk
* incidence rate (IR) (or incidence density)

Cumulative incidence is the number of animals that develop the diseasedefined period
of time divided by the number of healthy animalsrigk at the beginning or start of the
period of time. All incidence measures should bsedaonly on new cases of disease that

occur in the time period of interest.

Budi watches the 45 cows over the next 7 days. afle and says that 8 more

cows have become sick. The animals at risk aresttied are disease free at the
start of a period. At the start of the 7 day petioere are 45 cows but 5 have
already been diagnosed with the disease so thiede#0D that were disease free
at the start of the7 day window.

8

Cl = ,
40 (7 day period)

=0.20=20%

Estimation of incidence is easiest when the popratf animals does not change over time
(no new animals arrive and no animals move awak)s Ts called aclosed population.
Often the population may change over time becaese animals arrive or some animals

may be sold or moved away. This is callecbpen population or dynamic population.

If animals are lost to follow-up during the periofiinterest, then the denominator should be
adjusted to take this into account. The same giaapplies if any new animals enter the
population at risk during the time period. There aeveral commonly used methods for
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adjusting the count of population at risk in opeypgations. The two approaches most

commonly used for cumulative incidence estimatisndescribed below:

1. Number of disease free animals at the start of ftlew-up period for closed
populations (simplest approach but may be biasethefe is a lot of animal

movement).

2. Population size at mid-point of the follow-up pefifor open populations which may

be estimated as

. 1 1
» Average number at risk = Ngpqrr + ;NNew — ;NLost

. 1 1
»  Average number at risk = Ngpore + > Nyew — 5 (Npost + Neases)

q . Number of new diseased animal in the time period
Cumulative Incidence = a P

Average number of animals at risk at the mid point of the period

At the start of the year there were 1000 cows engbpulation of interest, all
were disease free. A total of 400 cows were solfivmay through the year.
During the year 20 cows died from anthrax.

Nstart= 1000

Nnew = 0

Npost = 400

Ncases= 20

Number at risk = 1000 — 0.5*400 — 0.5*20 = 790

Cumulative incidence = 20/790 = 0.025 = 2.5%

Incidence rate is the number of new cases of disease that oauumt of animal-time at
risk during the defined follow-up period. Incidenege requires more detailed estimation of

animal-time at risk compared to cumulative incidenc

For closed populations (no movement of animalsriowd), the denominator is the number
of disease free animals at the start multipliedHgylength of the follow up period (in days,

weeks, months or even years).
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For open populations (animal movement in or outhwed to adjust the denominator to take
movements into account. Again the simplest wayat¢his is often to add half the number of
animals that were added to the population at risknd the period and subtract half the
number that left the population at risk, using$hene approach as method 2 described above
for cumulative incidence. The adjusted number Bntmultiplied by the length of the

follow-up period.

If there is detailed follow-up data on individualimals, we can generate the denominator
animal-time at risk by calculating the exact tinterigk for each individual animal and

summing these.

Example of incidencerate using approximate count for PAR

At the start of the year there were 20 cows ingbpulation of interest that
were all disease free. A total of 3 cows were duddtf way through the 12
month period. During the year 2 cows died from haehagic septicaemia.

Nstart= 20

Nnew = 0

Niost= 3

Ncases= 2

Number at risk =20 — 0.5*3 - 0.5*2 = 17.5

Time period = 12 months

Animal time at risk = 17.5*12 = 210 animal months

Incidence rate = 2/210 = 0.0095 cases per animathmo

We can change the units of the animal-time attoskO0 animal-months
0.0095 cases per animal-month = 0.95 cases peadifital-months

Example of incidencerate using exact estimate of PAR

Assume 4 healthy cows were present on the farreastart of the period and
they were followed for 30 days.

1 cow was not sick at all throughout the 30 daysanimal month at risk

1 animal got sick on day 10 = 0.33 animal monthssét

1 animal got sick on day 20 = 0.67 animal monthssét

1 animal was sold on day 15 = 0.5 animal monthskt
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Total animal time at risk = 2.5 animal months
Total new cases = 2
Incidence rate = 2/2.5 = 0.8 cases per animal month

Some I mportant issuesto remember:

* Incidence is a dynamic measure of disease wheresalpnce is only a static measure of
disease

* Incidence and prevalence are related. The prevalehclisease in a population-at-risk
reflects both the incidence of new cases of diseask the duration of disease in
individual casesPrevalence = Incidence x Duration under certain conditions.

* Changes in the incidence or the duration of a desesill change the prevalence. The
incidence rate is usually greater than prevalehtteeidisease is short in duration and/or
fatal. Prevalence is usually greater than the smie if the disease is chronic in nature.

» Cumulative incidence (CI) rate provides a diredineste of the likelihood of an animal
experiencing the event of interest during the tipggiod. Cl has a meaning on an
individual basis as well as on a population basis.

 Counting the denominator (animal time at risk) fiicidence estimates can be
problematic particularly if animals enter or leathee population during the time of
interest. There are a number of ways to deal \aiggroblem.

Table 1.1: Comparison of main features of prevalence incidence rate and cumulative incidence

Point prevalence Period prevalence Incidence rate Cumulative incidence
Numerator All cases counted ata  Cases present at New cases during New cases during
single occasion in period start + any follow-up period follow-up period
time new cases during
period
Denominator All individuals All individuals Sum of time at risk All susceptible
examined examined for susceptible individuals present at
animals present at start of follow-up
start of period period
Time Single point in time Defined follow up Measured for each Defined follow up
period individual from start period
to end of period, until
disease occurs or
until animal exits the
population
Study type Cross-sectional Cohort Cohort Cohort
Interpretation Probability of disease  Probability of having How quickly new Probability of

at a point in time

Issue Date; 11/Dec/2013
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1.1.3 Attack rate

Attack rate (or called attack risk) is a specific type of ohence estimate (either a cumulative
incidence or an incidence rate) which applies tthi@aks or situations where the period of
observation is relatively short and where the pajpoh at risk is tightly defined eg the
number of animals on the farm under investigation.

An attack rate is the number of cases of the désdagded by the number of animals at risk

at the beginning of the outbreak (the outbreak roaalefined time interval).

number of animals af fected

Attack rate =

number of animals exposed

For example the attack rate can be used to measorelity due to yellow
head virus infection in prawns. If over a 4 dayip&i3500 of the 5000 prawns
in a pond die the attack rate is 3500/5000 = ©.708%6.
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1.2 Data analyses to describe patterns of disease

It is assumed that the initial clinical examinatiand case definition have been completed
and that data have been collected on cases andases-on those farms where diseased

animals are located.

1.2.1 Confirm the outbreak

Often the major reason that an epidemiologic ingatibn is begun into a particular disease
is because there is concern that there are moes aasdisease than expected. Possible
reasons may be an outbreak of a new disease, dit ék®ease or some change in an
endemic disease that has made it more infectiousapable of causing different disease

signs.

As soon as a case definition is produced and canetsnade of cases and non-cases it is
important to produce some simple estimates of #aqy (prevalence or incidence) to
confirm that there is an increase in disease cabese what is expected and that further

investigation is warranted.

1.2.2 Temporal patterns

Variation in the frequency of occurrence of cades disease over time is called tiésnporal
pattern. There are three basic time spans that may betaskskcribe temporal patterns:

* an epidemic period, which is the time the stad disease outbreak to the end of the
outbreak (may vary from days to weeks or monthsmger);

e a 12 month period to describe seasonal patterds; an

* along period of many years to identify long-tenends.

The simplest temporal pattern for disease casas epidemic curve. The epidemic curve is
a graph plotting the number of cases of the diseasthe vertical axis against the time of
onset of each case, either as a bar graph or fnegjumlygon. The first case identified for a
particular outbreak is referred to as the indexec&®r infectious diseases, identifying the
index case is important as information about tlieexncase can be valuable in ascertaining

the source of the outbreak and the incubation gerio

An epidemic curve is a graph of the number of cases of disease against the time of

onset of each case
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In general, an epidemic curve has four distinct gonents and in some cases there may be a
secondary occurrence of additional cases fac&mponent). These are displayed in the

following figure.

Number
of cases

Y

Time

Figure 1.1: Diagrammatic representation of the components of an epidemic curve. 1= endemic level,
2=ascending branch of epidemic, 3=peak of epidemic, 4=descending branch of epidemic, 5=secondary
peak.

The slope of the ascending branch can indicatéyfieeof exposure (propagating or common
source) or the mode of transmission and incubapenod of the disease agent. If
transmission is rapid and the incubation periodrtsitben the ascending branch will be
steeper than if transmission is slow or if the betion period is long.

A point-source epidemic is one where all animals (units) are exposed to the
source of disease (agent or toxin) over a very short period of time, resulting in a very
steep ascending branch of the epidemic curve.

A propagating epidemic is one where transmission occurs among individuals in
the population, so that the ascending branch ascends more gradually.

The length of the plateau and slope of the desogralianch are related to the availability of
susceptible animals which in turn depends on mamtyofs such as stocking densities,
introductions into the population, the changing amance of different mechanisms of
transmission and the proportion of immunes in theytation at risk.

Secondary peaks are usually due to the introduaifonew susceptible animals in to the
diseased area, spread of the disease into a newcargaining susceptible animals, or a

change in the mode of transmission.

The interval of time chosen for graphing the casesimportant to the subsequent
interpretation of the epidemic curve. The time iimé should be selected on the basis of the
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incubation period of the disease and the period wéch the cases are occurring. Choice of
a time interval may also depend on the frequendly which animals are being examined in

order to determine when any one animal first sheignss of disease.

For many livestock diseases epidemic curves arenoftroduced using one-day (daily)
intervals on the horizontal axis, producing a maplaying the number of new cases of
disease each day. If there are multiple days iwéx occurrence of new cases then it may

be sensible to aggregate the time to weekly or sathmer interval.

Menangle virus was first identified in 1997, follmg an investigation of an
outbreak of mummified and stillborn foetuses in anmercial piggery at
Menangle, New South Wales, Australia.

For the Menangle virus outbreak in an Australiaggpry in 1997, temporal
patterns were analysed on a weekly basis, becaasg piggery records are
maintained as weekly averages and the epidemimésteover a >20-week
period. In addition to the percentage of affeciddrs per week, average litter
sizes and numbers of piglets that were live, mumeahifor stillborn were

plotted, providing a comprehensive picture of ta@poral pattern. All indices
showed a very rapid rise from week 15 (of the addenyear), when the
outbreak started, to week 21, when case numberse@gedhis pattern is
strongly suggestive of a propagating epidemic witrapidly spreading agent
and relatively short incubation period (see Fig@efrom Love, et al.,

Australian Veterinary Journal 79(3):192-198, 200br fa graphical

representation of these patterns).
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1.2.3 Spatial patterns

Spatial patterns refer to describing the outbreakerms of where animals were located
(place) when they first showed signs of diseassefie onset). Spatial patterns may assist
with finding the source of the outbreak. It is ofteseful to consider place and time together.
This can be done by drawing a plan of the spatigbut of the farm (or population),
recording the location and dates when cases octustech a diagram may also give a lead

to whether the outbreak is a common source or getpay.

Where disease cases are occurring on a small ggogrscale it may be easy and simple to
draw simple maps showing disease cases and nos-CHSi approach can be done by
anyone and does not require special computer sataamapping data to allow computer

mapping.

Where disease cases are occurring over a largaroaren a larger scale, it may be more
effective to map cases using computer based mappil@geographic Information Systems
(GIS) software. This may require special experdisd additional background mapping files

for that location.

Where disease cases are occurring over a moredextgyeriod (weeks or more) it is very
useful to produce maps at daily, weekly or longgenvals to monitor progress of the

epidemic and identify patterns of spread.

For example, the following Figure shows the layotithouseholds in a Thai

village, overlaid with the occurrence of casesadtfand-mouth disease. From
this map, it is apparent that this is a propagagipglemic, with the index case
identified by a red circle, a small number of setany cases identified in week
2 and additional cases in week 3. It also appdaas ihfection has spread
locally from the index case to a number of nearbydeholds, as well as to
some more remote households, where there has ato Ibcal spread. The
initial spread was perhaps through utilisation omemon grazing, allowing

close contact between early cases and susceptibteals from elsewhere in

the village. This was probably followed by localrespd among clusters of
households and perhaps from infected animals mawnigneways through the
village.
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O Week 1 cases

Week 2 cases

] Week3cases

Common grazing

Figure 1.2: Spatial representation of the spread of foot-and-mouth disease over a 3-week period in a Thai
village, adapted from Cleland, et al., (1991).

For the Menangle virus outbreak, the piggery cosguti four separate
management “Units”. Unit 1 was about 200m from Whiwhile units 2 and 3
and 3 and 4 were each separated by about 50m igere B in Kirkland, et al,.
2001). Although all units were affected, 44% ofelit were affected in Unit 2,
compared to 28%, 26% and 37% for Units 1, 3 anespectively. Analysis
also showed that Unit 3 was affected first, in weldk Other units were
subsequently affected in weeks 23 (Unit 2), 24 {4hiand 27 (Unit 1). It was
also observed that a fruit bat colony (the hypatisessource of infection) was
in close proximity to Units 3 and 4. Unit 1 wasthest from the hypothesised
source and was the last unit to be affected, whilgs 3 and 4 were closest to

the hypothesised source.

Page 15
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1.2.4 Animal patterns

The term animal patterns is used to refer to sormasnre of disease frequency (prevalence
or incidence for example) produced for differeninzal characteristics (species, breed, age,
sex, weight class, vaccination status, stockingsid@nor for different levels of other

management type things like location (paddock, pilage), feed type or other variable.

We use some measure of disease frequency to desenimal patterns of disease. The most
common approach in a disease outbreak is to estattatk rates (AR) but other measures

may be used. This approach allows investigatiomoskible risk factors for the disease

For example, in the foot-and-mouth disease examaptavn in the previous

figure, 8 of 21 buffalo <1 year old were affecten &in attack rate of 0.38 or
38% (Cleland et al., 1991). In contrast, 34 of Ihffalo >1 year old were

affected (attack rate = 0.215 or 21.5%). This satggthat young animals were
almost twice as likely to be affected as older atgm

For example say there were deaths due to suspepiedotic ulcerative
syndrome (EUS) in a pond and it appeared that small fisheve¢ greater risk of
having EUS than large fish. We might make the feitg calculations:

For small fish, AR1 No. of small fish with EUS

Total small fish

For large fish, AR2 No. of large fish with EUS

Total large fish

There were 1000 small fish in the pond and 300Eid8 and there were 1000
large fish of which 100 developed EUS during théboeak. The attack rates
here are 30% and 10% respectively, suggestingstinall fish were 3 times
more likely to develop EUS than large fish. Thisding could lend support to a
hypothesis that nutritionally stressed fish areersursceptible to infection.

Factor-specific attack rates for such factors aigg, age, sex, feed, mob, management
system etc can be explored. An example is showowb&r EUS where size indicating

nutritional stress is suspected.

Issue Date: 11/Dec/2013 Page 16
Version number: 6.0 Tla AM_V6.0



Advanced Field Epidemiology - Manual

Table 1.2: Table showing counts of fish arranged by fish size and EUS disease status along with attack
ratesfor each class of fish size and relative risks comparing therisk of diseaseto that observed in a
reference category (fish size =large).

Count of fish Epidemiologic measures
Fish size| EUS Total Attack rate | Relative
(factor) cases | count (AR) risk (RR)
Small 30 100 30% 6
Medium 20 200 10% 2
Large 15 300 5% reference

In the above table, attack rates are expressedrasmiages. The last column is Retative

Risk or Risk Ratio (RR) which is the ratio of the attack rates comparimg AR in small and

medium sized fish to the AR measured in large fish.

The higher the relative risk, the more impact thecsic factor has in increasing the risk of
disease. Small fish were 3 times more likely toeh&lJS than medium sized fish and 6

times more likely than large fish. Also, mediumesiZish were at twice the risk of large fish.

Then we need to think about what differences ih ize mean. It may be that smaller fish
are younger or under more nutritional stress aiad timese factors (age, feed availability,
stress) may be the causes driving the apparentiagsea between fish size and EUS disease

risk.
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1.2.5 Measuring association between disease and risk factors

Once the data are collected on temporal, spatidlammal-level patterns, it needs to be
analysed to understand patterns and identify palemgk factors. The most commonly used
measures for comparing disease-risk among grougpsetative risk (or risk ratio) and the

odds ratio. These are discussed briefly below.

1.2.5.1 2x 2 tables

A 2x2 table is a simple way to present summary towh diseased animals where the
animals can be classified by disease status (casanecase) and on some other possible risk
factor with two levels (eg vaccination status dfiésd as vaccinated or not-vaccinated). 2x2
tables are very commonly used in epidemiology teess possible associations between

disease occurrence and possible risk factors.

Often disease status (diseased or not-disease@rrareged in columns and the risk factor
(present=exposed, not present=unexposed) is adsignéhe rows. A 2x2 table has the

following format.

Table 1.3: Layout for a 2x2 table showing counts of animals arranged by disease status (columns) and
risk factor status (rows).

Disease status

Risk factor | Diseased (case) | Not diseased (non-case) Total
Exposed a b a+hb
Unexposed c d c+d
Total a+c b+d at+b+c+d

2x2 tables are commonly used to estimate meastirassociation such as relative risk or

odds ratios.
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1.2.5.2 Relative Risk

Therdative risk (RR) is the ratio of a measure of incidemcethe exposed group to the
measure of incidence in thenexposed group. It can be based on the incidence rate or
cumulative incidence and under some situationsgbeece. Relative risks are the primary
measure of disease association and should alwaysdzewhen it is possible to estimate a

population-at-risk.

Table 1.4: Table showing 2x2 layout and calculationsrequired for estimation of arelativerisk

Diseased Not diseased Total
Exposed a b a+hb
Unexposed c d c+d
Total a+c b+d atb+c+d

Incidence rate exposed =dR=al/(a + b) Incidence rate unexposed mdRy= c/(c + d)

|53
_IRexp _ la+b

IRunexp_ [ c ]
c+d

Relative Risk = RR

There are a number of calculators or tools and #pgiscan analyse 2x2 tables and estimate
Relative Risks or Odds Ratios. Typically these gowlll also produce an estimate of the

confidence interval and a p-value testing whetheRRR is statistically different to 1.

* If the RR is greater than 1 and is associated aisignificant p-value or if the 95%
confidence interval for the RR does not includehkn the risk factor is associated
with an increased risk of disease.

* If the RR is less than 1 and is associated witlgaifecant p-value or if the 95%
confidence interval for the RR does not includehkn the risk factor is associated
with a reduced risk of disease. Often factors vatiRR less than one are called

protective risk factors because they are associated with a reduced rgisedse.

The numeric value of the RR is a measure of thength of association between the risk

factor and disease. If possible the 95% confidemiegval for the RR should be examined. If
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the confidence interval does not overlap one thenocan be more confident that the
association may be meaningful. A statistical testd g-value will provide similar

information — telling you whether the RR is statiglly different to one.

Note that the RR alone does not provide evidenceaokality. It provides a measure of
statistical association. Additional information rsquired before we can determine that a

particular risk factor may be causal for a paraculisease.

Factor-specific attack rates and correspondingivelaisks for such factors as species, age,
sex, feed, mob, management system, etc can be tednpnd arranged in an attack rate
table as shown below. An attack rate table is smapiabular presentation of attack rates for
different risk groups, accompanied by relative atitibutable risk values for comparison

between groups.

Table 1.5: Attack ratetablefor risk factorsfor stillbirthsin a group of Hereford heifers.

Attack Relative  Attributable

Factor Levels Stillborn Live Total rate risk risk
14 months at

Age joining 14 25 39 35.9% 2.3 20.4%
17 months at
joining 16 87 103 15.5%

Sire breed Hereford 22 78 100 22.0% 1.0 0.8%
Angus 7 26 33 21.2%

Sex of calf Female 18 48 66 27.3% 1.7 10.9%
Male 11 56 67 16.4%

Type of

birth Assisted 16 41 57 28.1% 1.7 11.6%
Normal 14 71 85 16.5%

In the above table, attack rates are expresse@rasmiages. The second last
column is the Relative Risk or Risk Ratio (RR) whis the ratio of the attack
rates and the last column is the difference irchttates (the Attributable Risk).

In the example in Table 3.5, the highest relatiisi Is 2.3, indicating that
younger heifers (14 months) were at 2.3 times ileaf having a stillborn calf
compared to older (17 months) heifers. Howeves, ltlais to be interpreted with
caution, as the attack rate for older heifers wa$%, suggesting that other
factors may also have been involved in causing ghiblem. Examination of
the other relative risks list shows them all tolegs than 2, suggesting that
these factors are not very important. Therefonfthe data provided we can
determine that younger heifers are at increasédofistillbirth, but that there
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are probably additional factor(s), for which we dohave data, that are
contributing to this problem.

1.2.5.3 Odds Ratio

The alds ratio (OR) is another measure of association that isnoftsed to approximate
relative risk. The OR is usually estimated when population-at-risk is unknown and

therefore relative risks cannot be calculated.

OR can be estimated when you have population &t deta but they do not require
population at risk data. Odds ratios only requia¢adcollected on cases and non-cases and
often in these situations it is not possible toneste a population at risk and therefore RR

cannot be used.

Imagine a situation where you are investigatingra disease. You visit farms

every two weeks and identify any animals that dgvehe disease of interest.

Each time you identify an animal with the diseag®) select another animal

from the same farm that does not have the diseasedase). You then collect

risk factor information on cases and non-cases.
This is acase-control study. Over time you build up a dataset with a nendf cases and a
number of non-cases. But, you do not ever havesamate of population at risk. Using this
dataset, you cannot estimate incidence, prevalenosative risk. You can estimate OR as a

measure of strength of association between disgasesk factors.

Odds ratios are calculated using the same 2x2 tthleture as for relative risks but the
formula is different. As an epidemiologist you wileed to know when RR is able to be

estimated and when it cannot be estimated.

Table 1.6: Table showing 2x2 layout and calculations required to estimate an odds ratio

Diseased Not diseased Total
Exposed a b a+b
Unexposed c d c+d
Total a+c b+d a+tb+c+d
Odds exposed Z= Odds unexposed(—zz
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ad

OddsRatio=OR =
bc

ENENSTRSS
Il

The Odds Ratio is usually interpreted like a rekatisk.

When a disease is rare, the numeric value of tlls oatio can be shown to be closer to the

numeric value of the RR. Compare the relative aisé the odds ratio:

* ais small compared to b, and c is small comparet! t

» therefore, (a+b) approximates b and (c+d) approtemd

» therefore, the RR approximates ad/bc

* so the OR estimates the RR as long as the diseasmrd (say ~<10% but the
approximation becomes better as the disease becanees

* When the disease gets more common the OR providgsoaer numeric

approximation of the relative risk.

We can use confidence intervals and statisticas tisinterpret the strength of association

for OR in the same way that we can for RR.
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1.2.5.4 Attributable risk (AR)

Attributable risk (also calledisk difference) is a measure of association that is based only on
the exposed population. It is the absolute diffeegmetween the two incidence rates from a 2
x 2 table. The AR tells the rate of disease indkposed population that &tributable to
being exposed. AR provides an estimate of theahtksease that could be prevented if the

exposure were removed completely from the populatio

Table 1.7: Table showing 2x2 layout and calculationsrequired for estimation of attributablerisk

Diseased Not diseased
Exposed a b
Unexposed c d
| a c
IRexp —[m IRunexp {m]

Attributable Risk = AR = IRexp - IRunexp {ﬁ] ~ |

c+d

The AR has the same units as the IR and can theslhgtvary from -1 to +1; the null value

is zero. Remember that the RR has no units and ha$l value of 1.0.

We can use confidence intervals and statisticas t@sinterpret the strength of association
for AR in the same way that we can for RR and OR.

1.2.5.5 Attributable fraction (AF)

Theattributable fraction (AF) is also only relevant for the exposed popalaaind expresses
the AR as a fraction of the incidence rate amoregekposed - this measure indicates the
proportion of disease in the exposed that couldehbeen prevented had exposure not

occurred.

(IRexp - IRunexp) _ (RR - 1)

AF =
IRexp RR
AF trot = LR D
for case — control = OR
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1.2.5.6 Biological meaningfulness and 95% Confidence intervals

Relative risk and odds ratio estimates provide mmessof association between disease
occurrence and a risk factor. They provide an eggnof how much exposure to the risk

factor increases (or decreases) the rate or anobuigease in a population.

* RRorOR less than 1 (exposure is protective)
* RRorOR equal to 1 (no increase in risk or pratectess from risk factor)

* RR or OR greater than 1 (exposure = increased risk)

Most statistical packages or online calculators tam estimate RR or OR will also provide
a 95% confidence interval for the estimate andstagstical significance tests, such as the

Chi-square test, to determine if the RR or ORgsificantly different to 1.

An estimate that is associated with a significamajue (p<0.05) is considered potentially
important but we need to consider both the p-valu@ the 95% confidence interval for the
estimate. Statistical tests only tell us the prdighkthat the observed result would have
occurred due to chance alone — it tells us nothlmut the biological importance of the risk
factor. A risk factor may have a statistically sfgrant effect in a particular study, but not be
biologically important, and vice versa

The numeric estimate of the RR (or OR) and the 86%6idence interval often provide more

useful information on the biological importancetioé association.
When the total sample size is small, all estimatedikely to be not terribly useful.

Wildlife vaccines for rabies were dropped from m@anand contained
tetracycline markers so foxes eating the baits ditval able to be identified as
vaccinated based on the staining of their teetler@mne foxes that were killed
or found dead were assigned to a 2x2 table basadhether they were rabies
positive or negative, and vaccinated or unvaccaate

Rabies + Rabies - Total
Unvaccinated 18 30 48
Vaccinated 12 46 58
Total 30 76 106

OR=2.29 95% CI from 0.39 to 13.33
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The OR suggests that the association is usefulthmitconfidence interval
ranges widely across one. This is probably becasthe relatively small
sample size.

The same wildlife study is continued for longeriuatditional samples are
obtained and the analysis is repeated.

Rabies + Rabies - Total
Unvaccinated 18 30 48
Vaccinated 12 46 58
Total 30 76 106

OR=2.30 95% CI from 0.97 to 5.45

The OR is similar but the confidence interval isvreimost all positive. It does
extend just below 1 and the p-value is 0.06 (judtaignificant). However, the
fact that the bulk of the OR is positive is reasneaevidence of a good
association between the risk factor (vaccinatiatus and odds of rabies.
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1.2.6 Advanced statistical analyses

Once potential risk factors have been identified #reir importance assessed in unadjusted

screening such as 2x2 tables it may be useful demizke further statistical analyses.

Attack rates provide measures of disease occurrenbew much disease is occurring?
Producing attack rate estimates for different lewel some other factors provide additional

information on how much of the disease may be dwexposure to the particular risk factor.

Relative risk and odds ratio estimates then prowmgasures of the strength of association
between disease and possible risk factors. We sarstatistical testing to determine if the
observed association is likely to be due to chamasot — we use this information to try and

determine if the apparent relationship is importantot.

Potential risk factors can have a high relativk bat be statistically not-significant or vice
versa, depending largely on sample size. Thereforg,important to always consider high
relative risk values (say >3) as being worth furtirevestigation, even if they are not
statistically significant. This is particularly guvhen the estimate is based on a small total

count of animals (small sample size).

When there are multiple possible factors that nmélyénce disease risk the first approach is
to perform simple estimates of AR for each factoe at a time. These are called unadjusted
or crude or screening associations. More advancedyses may involve considering
multiple factors at once (multivariable analyses) arder to adjust for interaction or
confounding between different factors. These mether@ beyond the scope of these notes

and require advanced statistical expertise andamsftware.
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1.3 Developing hypotheses and control measures

When you are investigating a disease outbreak artitplarly in an emergency situation it
is important to begin to develop hypotheses abbatrature of the disease as soon as
possible and to use this information to identifggible causes and interim recommendations

that may help to control the disease and prevettiducases.

Generating hypotheses about the disease meansthsingscription of the disease patterns
and attack rates and other initial analyses torimfeither a differential diagnosis list or if
this is not possible then a guess at the sort séadie process that may be occurring

(infectious or non-infectious, point-source or pagpting outbreak).

Examples of hypotheses relevant for disease iryadgtns include:

* the nature of the causal agent (eg toxin, infestioiral, bacterial, etc)

» the source of the agent (eg environmental, sp@aieg, introduced animals, endemic
infection, etc)

* the method(s) of transmission (eg direct contacidfborne, vector-borne, etc)

« why the incident has occurred (eg change in hemunity levels, introduction of
new disease, change in management practices, etc)

« risk factors for disease (eg exposure to speaticfcomponents, or potential sources
of infection)

The disease hypotheses are then used to informinnteecommendations for control
measures. Control measures refer to any interveaiiming to reduce occurrence of disease
or eradicate disease. Treatment of sick animalenis form of control measure and
interventions to prevent spread or eradicate diséa@sn an area are all types of control

measures.

Disease hypotheses should be based on the fabsrgatduring the initial investigation. It
may be possible to draw up a causal diagram fodigease showing how the various factors
interact to cause the disease. This process helpaderstand the disease process and can
often lead to an improved understanding of theticelahips between possible risk factors.
Consideration of these relationships will oftenphielentify points where intervention can be

made to control and/or prevent the disease oca@urrin
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In many situations, initial hypotheses can then teésted using further investigations
conducted while the outbreak is still under invgegtion and while interim control measures

are being implemented.

For example, if you suspected one or more spetigiease agents you may be able to collect
samples and send them off for testing to rule imube out those particular diseases. If the
results confirm your initial hypotheses then youamagement of the situation may be

clarified. If the results rule out the initial hyjpeses then further epidemiologic investigation

will be required.

Some measures may be implemented based on genecaupons without any knowledge
of what the disease might be. For example, isoladind quarantine of the affected properties
and affected animals within a property, symptomagatment of affected animals and so
on. In many situations the results of the initiavastigation are used to inform interim
control measures. As further information is coketcthese initial control measures can then

be modified.

Actual measures implemented will depend on theviddal circumstances, but could

include one or more of the following:

e Specific treatments;

* Vaccination;

» Changes in nutrition, feed ingredients and/or manant factors;
* Isolation or quarantine;

» Surveillance of the affected population and othetisk populations for evidence of
further spread and new cases;

* Changes in environment and/or housing;
« Safe destruction and disposal of contaminated wastéher infectious materials;
« Disinfection and decontamination; and

» Salvage sale or slaughter of animals.

Once hypotheses have been formulated, it is impbt@ review and evaluate them. In
particular:
* Do they explain the observations?

* Are they reasonable?
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* Are there any facts that contradict the hypothast how can these be explained?
* Are there any unexplained aspects of the situagquiring further investigation and

evaluation?

* What additional data do we need to test the hypetheor is there sufficient data
already available?

In some cases, it will not be possible to stop atbreak once it starts, but the detailed
investigation of one or more outbreaks should mevvaluable insight into possibly
important "component” causes and support the dpuedat of strategies to prevent future

outbreaks.

For Menangle virus, based on the observations dutte outbreak, it was
hypothesised that:

* The outbreak was a propagating epidemic of a pusiyaunidentified
virus causing infertility, stillbirths, mummifiedétuses and congenital
deformities

* The probable source of infection was from a frait &olony, either on
fly-past or entry to sheds or laneways

» Spread within the piggery occurred via close cdraad fomites during
acute infection and at farrowing

An obvious conclusion from this was that the edswsy to prevent future
outbreaks was to prevent any contact between piddrait bats by enclosing
and screening all sheds and laneways.

Sera and faeces were collected from fruit bats ftioennearby colony, to test
the hypothesis that the bats were the source sfuihus. Forty of 80 (50%)
serum samples were positive but virus was unableetdsolated from faeces
from 55 bats.

Based on the findings from the various investigatiaot was not deemed
possible to prevent continuing spread of the vatishe time of the outbreak.
Instead, it was decided to undertake a staged catamh program once the
main epidemic had burned out, including:

* Progressive eradication from the four productiorit$Jn

» Segregation, depopulation and staged repopulafiamits

» Sheds and walkways “flying-fox-proofed” to preveeatintroduction
* Serological testing to monitor progress

Successful eradication was achieved and subsegueathonstrated by on-
going monitoring of the population.
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1.4 Role of tracing in disease investigation

Tracing of livestock movements is an important oatticularly for the detection of infected
herds or flocks and particularly where there i®fiest in eradication of a disease. Tracing
usually involves the identification of potentialipfected farms through the tracing of

movements of infected or exposed animals.

If there is no clear policy to control or eradicatee disease then there may be little

justification to do tracing.

Further testing is usually undertaken on any otaens identified by tracing and considered
to be at risk of having infected animals to estdbliheir true infection status. If a farm’s
infection status cannot be determined immediatgbgrantine measures may be imposed

until the situation is resolved.

1.5 Further field epidemiology studies

The initial disease investigation aims to descthee disease cases, identify possible causes
and implement control measures. In some cases)itha possible to confidently diagnose a
specific disease and implement effective treatnagmt control measures. In this situation

there may be little need to conduct further in\gegtton.

In many situations there will be a need to condudher field investigations to provide

additional information on one or more of the foliag.

» Gather more information on possible causes of itbeade including identification of
the infectious agent (if there is one) and identiflyer causes.

» Use tracing to identify the origin of the diseasel aisk of spread to other farms or
locations.

* Monitor effects of control measures to measureca€fy of control measures and
apply new measures if necessary, ensure that nocases are occurring and that
affected animals are recovering.

 Use field or experimental studies to test hypotheseising from the initial
investigations about possible causes and contrakuores.

Menangle virus was first identified in 1997, follmg an investigation of a
serious outbreak of mummified and stillborn foetusea commercial piggery
at Menangle, New South Wales, Australia. A highportion of litters born to
sows that were pregnant at the time of exposurthdovirus were affected,
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although clinical disease was not noticed at theetiof infection. After an
extensive investigation the infection was traced twearby colony of fruit bats
(flying foxes), with a high proportion of bats saegh found to be seropositive
for Menangle virus antibodies.

During the Menangle virus investigations, a widenga of additional
investigations were undertaken, including:

* Detailed pathological, serological, microbiologieald virological
examination of affected and unaffected pigs tordatee the likely
cause and to rule out known infections and othegakies.

» Cross-sectional serological survey of all unitséshi® determine the
extent and progress of infection.

» Surveys of pigs and piggeries in contact to deteemrhether infection
had spread beyond the Menangle piggery.

» Sampling of unexposed piggeries to demonstrateldmaeof the rest of
the industry.

» Testing of archived sera (from this and other piggenation-wide) to
demonstrate that it was a new infection not presippresent in the
Australian pig population.

» Interview and testing of piggery workers and othmstentially exposed
to evaluate public health risks.

» Serology on other species as potential sources.

» Serology and virus isolation on fruit bats to supplee hypothesis that
they were the likely source.

1.5.1 Types of epidemiologic studies

Epidemiologic studies can be broadly grouped wiliservational study, intervention study

andtheoretical epidemiology.

The characteristics of different study types arscdbed briefly below and the advantages
and disadvantages of each type are summarisednéi@ information on epidemiological
study design, readers should consult standard myodegy texts (Martin et al., 1987,
Thrusfield, 1995; Rothman et al., 2008; Dohoo gt2410).

In disease investigations, almost all field stududsbe observational studies.
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Case-control > At
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. —>| and control groups but little control of
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Theoretical . .
> Mathematical modelling

studies

Figure 1.3: Figure showing classification of epidemiologic study types
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1.5.1.1 Observational studies

In observational studies nature is allowed to ta&kecourse, and the study aims to collect
data by observing what happens without interventimm the investigator. There are
basically four types of observational studgscriptive study, cross-sectional study, case-
control study andcohort study. Cross-sectional, case-control and cohort studi@g also be
termed analytic studies because they usually irvaome form of statistical testing of

various hypotheses.

Descriptive studies

A descriptive study can collect data to descritsgrghiution and occurrence of a disease in a
population but does not involve statistical hypstheesting of possible risk factors. The
first part of the investigation (describing diseaseterms of time, place and animal) is
largely descriptive but it can lead to hypothe$ed may be tested and the data may be used

in subsequent statistical testing of some sort.

Cross-sectional studies

Cross-sectional studies involve selection of ansadl a point in time (or over a defined
period) and then the prevalence of the disease@stopn is measured and data gathered on
other factors to allow comparison between presemcabsence of disease and presence or
absence of various possible risk factors. CrosBeset studies can be done quickly and
cost-effectively but are less effective for testingpotheses about causation of disease.

Select a random Collect data on Analyse for association
sample from the disease occurrence between disease and ris
population and risk factors factors

Figure 1.4: Cross-sectional studies

For example, you might undertake a randomised €esBonal study of
villages in a country for exposure to foot-and-nfodisease (FMD) virus. This
would allow you to estimate the seroprevalence t@antlentify possible risk
factors for exposure to support either follow-updsts and/or planning for
future management of FMD.
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Case-control studies

A “case” group is selected from animals with theedise of interest and a “control” group is
selected from animals without the disease. Theepias or absence of possible risk factors
are then measured for the two groups and comp@ask-control studies are well suited to
rare diseases and many suspected risk factorsecaorbpared at the same time. They are
relatively quick and inexpensive to perform but ausceptible to many biases and do not

allow estimation of disease frequency (prevalendemdence).

Case-control studies are very commonly done inadisénvestigation and particularly in the
early stages because they are able to be impletheagesoon as a case definition is
completed and animals assigned to either casesnandases. This means that a case-

control study can be begun while the very earlgeseof disease investigation are still going

on.
Select cases Collect data o Analyse for association
R between disease and ris
and non-case risk factors factors

Figure 1.5: Case-control studies

For example, you might undertake a case-contralysfor foot-and-mouth
disease occurrence in village livestock. Case galtawould be selected from
known affected villages while controls would beestéd from unaffected
villages in the same region. This would allow youdentify village-level risk
factors for infection, to support planning for peetion and management of
future outbreaks.

Cohort studies
The wordcohort just means any group of animals that is followedra period of time.

In a cohort study animals that are free of the atiseof interest are selected based on
presence or absence of one or more defined ridorfagpresence of the risk factor =

exposed group and absence of the risk factor =posd group). The selected animals are
then monitored forward in time to measure the aenwe of the disease of interest in each
group. In some cases where detailed retrospectn@ds are available it may be possible to

use retrospective data to perform a cohort studyhsuapproach is still the same.
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Cohort studies can provide incidence rates fordisease in the exposed and unexposed
groups and they provide stronger evidence for darsaf disease than either cross-
sectional or case-control studies. They are alsceragpensive and take longer to plan and

complete.

exposure to auspec Collect data on e scponns and
P P disease occurrenc disease outcome

risk factor

Figure 1.6: Cohort studies

The best known examples of cohort studies are mumsestudies investigating
health outcomes associated with cigarette smok@gmparison of health
outcomes between smokers and non-smokers has dlloesearchers to
guantify the increase in risk of lung cancer, candiscular disease and other
health problems associated with increased levetsnoking.

1.5.1.2 Intervention studies

A field intervention study is a type of clinicaldl or experimental trial or study.

The key distinction from observational studieshiattanimals are randomly assigned to two
or more treatment or intervention groups and thenetfects of these different interventions
is compared. Intervention studies may be used gb dficacy of various treatments for
disease control (vaccination compared to no-vatomavarious different management or

treatment strategies).

alocate to treatmen APPIY appropriate (iferences i outeom
& control groups treatments between groups

Figure 1.7: Intervention studies

For example, mineral deficiencies can often resulpoor growth and even
death of young sheep or cattle. Often you may siuigphat a particular mineral
is deficient but be unable to demonstrate this kmnely. One way of

achieving this is to run a field trial, comparingogth rates in treated and
untreated groups that are similar in all other ways
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1.5.1.3 Theoretical studies

Theoretical epidemiology studies are based on mahieal modelling using a computer
and are designed to use simulation to answer "Wh#&pe questions. There are a wide
variety of modelling methods used, but the primeng is to reproduce a realistic simulation
of disease behaviour in a population. The majoebenof models are that:
* The process of developing and interpreting the rhoftien leads to valuable insights
into disease epidemiology and behaviour that mighitherwise be apparent; and
* Models provide a structured and controlled envirentmn which hypothesised
interventions can be tested and evaluated at ggnify lower cost than undertaking
field experiments or observations to achieve tmeeseesult (or for interventions that

may not be practical to implement experimentally).

Models are particularly useful in examining the &abur and impact of infectious diseases
as well as the possible effects of a range of wetaions. The results from such studies need
to be confirmed with follow-up observational orantention studies wherever possible.

Theoretical modelling generally involves advancedthrematical and statistical skills and

custom software.

Develop & test
Collect data on . p ) Investigate hy pothetheticql
. . epidemiological . ) ;
disease & risk factor: . interventions using mode
model of disease

Figure 1.8: Theoretical studies

For example, simulation models of the spread of Five been used to help
understand the behaviour of the 2001 outbreak enUK and to predict the
potential impact of alternative control stratedig®rris et al., 2001)
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Table 1.8: Characteristics, strengths and weaknesses of main study types (adapted from Thrusfield, 1995)

Study type Characteristics Advantages Disadvantages
o Observational ¢ Relatively quick and easy « Doesn'’t support hypothesis testing or inferencepfassible risk factors
Descriptive Describe patterns| «  Can generate hypotheses on possiblel «  Can’t estimate prevalence or incidence or expogtoportions

of disease in the

risk factors for further investigation

Subject to inherent biases and errors because afdture of the data

population e Doesn't require random sampling or
high degree of rigour
Observational « Disease prevalence in exposed and | ¢ Unsuited to investigating rare diseases
Cross-sectional Observation at unexposed populations can be estimated Less useful for acute diseases
point in time » Exposure proportions can be estimatede  May be difficult to control potential confounders
Outcome/exposure »«  Relatively quick and cost-effective « Incidence cannot be estimated
not considered in | «  Can study multiple factors at once * May be difficult to determine causality
selection * May be problems with reliability of data/recall foistorical data
Observational * Good for rare diseases « May be difficult to establish causality
Case-control Retrospective * Relatively rapid and cost-effective « Can't estimate prevalence or incidence or expogroportions
longitudinal » Relatively small sample sizes * Rely on access to historical data or recall

Selection based o
outcome status

Often use existing data
Can study multiple factors at once

Difficult to validate data
May be affected by variables for which data is cultected
Selection of controls often difficult

Cohort

Observational
Prospective
longitudinal
Selection based o
exposure status

Can calculate incidence in exposed anc

unexposed individuals
Can provide strong evidence for
causality

Exposed/unexposed proportions cannot be estimated

Large sample sizes, particularly for rare diseases

Can only investigate small number of potential fesdtors at any one time
Long duration of follow-up

Relatively expensive and time-consuming

Loss of individuals to follow-up

May be difficult to control potential confounders

Field/clinical trials

Intervention
Longitudinal
Randomised
selection

Relatively quick

Good for helping establish causation
Usually strong internal validity
Relatively small sample size and usud
short duration

Can't estimate incidence/prevalence

May be problems with external validity, particulatd diverse target population
Can be expensive depending on the interventiorsandtion
Requires significant cooperation and rigorous manant
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1.5.2 Choice of field study

Field epidemiology for disease investigation withast always involve observational studies

and only very occasionally intervention studies.

Case-control and cross-sectional studies are welysuited to the early stages of a disease
investigation because the investigation has to gedcthrough a case definition and then
assignment of animals to either cases or non-dalesied by collection of data to describe

disease patterns in time, place and animal.

Case-control studies do not have a populationsét fihey are based on selection of cases
and a separate selection of non-cases (controtsa Pesult case-control studies cannot be
used to produce prevalence or incidence measuegmuBe of this, they cannot be used to
produce relative risk measures. Data from caserglostudies can produce odds ratios and
these are the primary measure of strength of essacifor case-control studies. Case-control
studies are particularly useful for studying rargedses because cases can be detected and

then enrolled in the study along with one or maretols.

Cohort studies are generally likely to be usedaterl stages of a disease investigation or in
follow-up studies to test hypotheses about cauaatofs. Cohort studies start with a
population that does not have the disease (populati risk) and detect new cases of disease.
They can measure incidence rate and are used thuggorelative risks as a measure of
association between disease and risk factors. €shaties may also be more useful when
there is interest in assessing specific exposurégarticularly rare exposures since these can

be defined and used to select the groups at thariag of the study.

1.5.3 Defining groups based on outcome and exposure

The general purpose of field observational studiaessually to collect data on a number of
animals with a particular focus on disease stapussénce of disease = case, absence of
disease = non-case), and on the presence or absieoice or more risk factors. We can then

compare the diseased group to the non-diseaseg tpadook for differences in risk factors.

The termoutcome refers to whether or not an animal is recorded ease (disease present) or

non-case (disease absent). Information is providdtie Basic Field Epidemiology Manual
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about development of the case definition and thee afsthe definition in conjunction with
clinical examination and possibly laboratory testsother information of animals to assign

animals to confirmed case, suspect case and nencadsgories.

When designing and analysing field studies manypleease the ternexposure. Exposure
refers to the presence or absence of some riséirfactthe level or category of a risk factor
for each animal. Examples of possible risk factbid may be measured include species,
breed, sex, body weight, age, vaccination statesent treatments or other management
procedures, place of origin, location of animalscent climate (rainfall, temperature,
humidity), feed, recent movements, pregnancy sttius

Some risk factors do not change over time (breeédcies and often sex) and may be
described as fixed (unchanging). Other risk factage, body weight, feed, location, recent
treatments) may change over time and may be mehatig defined time or used to develop

categories (age less than 1 year or greater tlyaar) or averages.

Some risk factors are measured as categories (s#¢@=entire, male castrate, female), or
scores (body condition score: 1=poor, 2=backwahth)t 3=moderate (no significant fat),
4=forward, 5=fat), or as a measurement on a coatisscale (body weight measured on a

scale in kg).

1.5.4 Selection of animals

In a case-control study, the cases must have Heask being investigated, meaning that they
must meet the case definition. The case definitioist also be independent of the risk factors
that are being studied. It is generally best tothseconfirmed case definition and to try and

restrict the selected cases to those animals tealikely to be recent cases as opposed to
animals that may have been infected some time @goriic cases). If some of the cases die
as a result of the disease then studying chrorsescenay be more informative about factors

that influence survival than factors that deternmrisk of occurrence of disease.

A comparable group of non-cases (controls) thendag selected for comparison. Selection
of controls for a case-control study is a complekjsct and these notes provide brief

coverage of simple points.

Controls should not have the disease (meet thenidefi for non-case) and should be

identified independent of any possible risk facitbmterest. The controls should generally be
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representative of the population from which theesaarose. This means if the cases came
from animals admitted to one or more veterinargict then the controls should be selected

from those same clinics. The same applies to farms.

Controls should be eligible to get the disease #nde selected as cases if they had
developed the disease. This means that if the sBsisacausing abortion in pregnant cattle,
then male cattle would not be selected as contfaig.animal that may have had the disease
earlier and recovered and considered immune woatdbe considered for selection as a

control because they may not be expected to getitlease again.

Where the investigation involves a relatively snaka (one farm or one village) it may be
possible to assess all (or nearly all) animal$ait bbcation and assign them to either cases or
non-cases. These two groups may then form the bésisstudy. If you are able to collect
data on all animals at the location and if you canfidently determine onset of disease then
this will form a cohort study and not a case-cdnstady and you will be able to estimate
incidence or prevalence measures and use relaibke as the statistical measure of

association between disease and risk factors.

Where the investigation involves multiple farmsaolarger area or number of animals and it
is not possible to assess and include every animalstudy, it will be necessary to select a
subset or sample of cases and controls. If you hal& of non-case animals, then random
sampling can be used to select a group of contkbdse commonly you will not have a list

of all animals to choose from. In this case it nteymost practical to select one or more
controls for each case from those animals thatckse to the case (same paddock or pen)
and that meet the definition for a non-case. llopen population (where animals are entering
and leaving the local population), controls shob&l selected from those animals with a

similar exposure time to the cases.

Most case-control studies select one control farg\wcase. There may be some value in
selecting 2-3 controls for every case becauseenirnitreased sample size but there is likely to

be little value in selecting more than 3-4 contyuds case.

Sometimes controls are selected in a process nkiatves matching on a defined attribute
with each case. For example, a 2-year old cow dighrhoea (case) may be matched with a
2-year old cow without diarrhoea (matched contrblatching is usually used to control for
some form of confounding between the factor beisgdufor matching (age) and the
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association between some other possible causalr$aahd the disease of interest. When a
factor is matched it cannot be analysed for an @ason with disease. Matching is a

complex topic and should not be attempted withdwice from a veterinary epidemiologist.

There are a range of issues relating to selecfiamimals for a cohort study as well. Animals

eligible for inclusion in a cohort study should foee of the disease of interest at the start of
the study and should be at risk of developing ikease. If animals may have previously had
the disease and recovered and are now immune liese fanimals are no longer at risk of
getting the disease and should be excluded froecteh. Other diseases may recur once
some time has elapsed for recovery. In these gnhsit may be possible to state that animals
become eligible for inclusion in the study proviglithey have not had the disease within a

defined period prior to the start of the study.

Cohort studies may be closed or open. A closedystsidsimpler and enrols a defined
selection of animals at the start and then onlgeéhanimals are followed over time (no new
animals are added) and every effort is made tovioldll enrolled animals right through to the
end of the follow-up period. An open study may wallanimals to either enter or exit the
study population at any time so that any one animay be followed for a different time

period.

1.5.5 Bias, confounding and interaction

Observational studies are subject to bias. Biasirecm an epidemiological study when the
observations do not reflect the true situation bseaf some systematic error. Knowledge about
type of bias and strategies to minimise risk osbgessential in designing and implementing

epidemiologic studies.

Biasis any effect at any stage of an investigation tending to produce results that depart
systematically fromthetrue valuesi.e. a systematic error (lack of validity) rather than a

randomerror (lack of precision).

Although there are many different types of biasytban be broadly classified into three general
categoriesselection, measurement and confounding. The differences between these categories
are not always clear-cut and the strategies fovgmteng bias are not always exclusive to a
single type. They may be viewed as a connectedpgobussues capable of interfering with

inference.
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1.5.5.1 Selection bias

Selection biasisa systematic error in the way that the samples of study unitswere
drawn fromtheir underlying populations, or in the way that study units were assigned to

interventions

The potential for selection bias is high in mangeatwational studies. For example, if in a cross
sectional sample of prawns from a pond, the easgtich prawns in the shallow water near the
edge of the pond were caught the sample may not¢gresentative of all prawns in the pond

and a selection bias would result.

If, in an intervention study, an investigator calescribe a formal decision rule that he or she
used to select subjects or assign treatmentsthiees is a risk of selection bias. Common types
of selection bias in surveys include differenceswben volunteers vs randomly selected
subjects, and responders vs non-responders. Aniotipertant source of selection bias arises
from differences in access to extension activides technical advice. For example, prawn
farms that have regular input from trained spesigfare very unlikely to be representative of all

prawn farms.

There are many strategies for protecting againstcten bias. These include having clear
criteria for subjects to be eligible for inclusionthe study (see previous selectidrgndomised

selection uses chance to provide protection agsatsttion bias.

1.5.5.2 Measurement bias

Measurement bias is a systematic error in the way that data were gathered or

measured.

Measurement bias is often called misclassificabicas. Animals may be misclassified with

respect to disease (a case recorded as a conttiokarersa) or with respect to a risk factor.

Misclassification may be differential (when onegpas more or less likely to be misclassified

than another) or nondifferential.

For example, if you are looking for evidence of vioes exposure to a chemical that is
suspected as a causal factor for a disease inféishs with and without the disease may be

43



Advanced Field Epidemiology - Manual

investigated regarding chemical use. In such a, @disiarms should be questioned with equal
vigour, and with equal adherence to non-leadingstijues to avoid triggering "recall bias" as

much as possible.

When investigating causal associations equal effoould be expended in searching for old
records for the diseased and the non-diseasedgribyou're following farms or ponds which

are exposed and not exposed to a suspect causal yao must guard against checking the
exposed groups twice as frequently or using mansittee methods of disease detection in the

exposed group. This is to avoid "diagnostic workbigs".

There are lots of research design features thattbgdrotect against measurement bias. Some of

the more obvious include:

» Blind the measurer/data collector.

» Get better measuring equipment or tests.

» Standardise the protocol for data collection.

» Use prospective rather than retrospective data.

» Use objective rather than subjective measuremgatiar
1.5.5.3 Confounding

Confounding occurs when two risk factors are itlated and it is incorrectly concluded that
one of the factors is causally related to the disga question. For example, it might be
observed that shrimp in ponds with cloudy waterndd grow as well as those in clearer
water. We might conclude from this that light peatbn of the water is important for normal
growth. However, it may be that the cloudiness ug do the presence of particular algal
species in the water which inhibit growth of theisip through toxin production. In this
theoretical example, confounding has meant thathexe incorrectly concluded that light
penetration is associated with poor shrimp growttenvthe true cause was the presence of

toxic algae. The relationships are representedibelo

Confounding is a systematic error that results from unaccounted-for differential

distributions of particular covariates. Confounding may be viewed as a form of bias.
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Toxic
algae
cause
Ctse Poor shrimp
growth
Y
Cloudy Associated
water

Figure 1.9: Example of relationshipsresulting in confounding leading to incorrect conclusions on the
cause of poor shrimp growth

Confounding is one of the critical problems to wafior when undertaking an
epidemiological study. It would probably be bettename the problem "confusing” as it
occurs when the effects of two or more factorsmaiveed and it is difficult to determine

which factors are truly "causal” in an epidemiot@jisense.
To be a confounder, an exposure factor must:

« be arisk factor for the disease in question;

* be associated with the exposure factor under stuthe source population; and

* not be affected by the exposure factor or the desda particular, it cannot be an
intermediate step in the causal path between thaesexe and the disease.

Confounding is situation-specific, and you hav&riow something about the biology and logic
of the situation to guess at things that shoulé@ored as confounders. In general, in most
studies you should at least think about the follmnkinds of variables: species, age, breed,

season, sex and physiological status (eg spawmimging and growing), level of production.

One of the best protections against confounding isimandomisation. Randomisation assures
that, on average, most confounders will be distetduoughly evenly between treatment groups
or sub-samples. The reason randomisation is usetbht randomisation is the only available

method for controlling confounding due to unknown unmeasured variables. All other
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methods to control confounding assume that you kapaugh to have a measurement of the

potential confounder. These other methods for otimty confounding include:

» Restriction of entry into the study

« Stratification (and its extreme: matching) in thesidn
» Standardisation of rates

» Stratification in the analysis

* Adjustment using multivariable statistical methadthe analysis

1.5.5.4 Interaction (effect modification)

Where two or more risk factors play a role in tlaegation of a disease, the possibility exists
for interaction (also called effect modificatiom) éccur between two or more of the factors.

Interaction is different from confounding.

Interaction occurs when the incidence of disease in the presence of two or more

risk factors differs from the incidence expected to result from their individual effects.

When interaction occurs, the effect can be grethi@n what we expect (positive interaction
or synergism) or less than what we would expectjdtiee interaction or antagonism). The
problem when evaluating effect modification is scertain what we would expect to result
from the individual impacts of the different riskctors.

For example, say we find that the incidence of E&JS
* 5% in fish in ponds with acidic water and a smditing;
* 2% in fish in ponds with non-acidic water and aglolining; and

* 15% in fish in ponds with acidic water and a roligimg.

The 15% incidence is a lot higher than we wouldeekf the two factors of acidity and rough
pond lining operated independently to increaseistheof EUS. We would therefore suspect

synergy between these two risk factors and woudd ne investigate further.

In complex epidemiological studies, informationafien collected on a wide variety of

factors to identify the important risk factors the disease of interest.

Assessment of interaction is commonly done duringlysis and requires more advanced

statistical skills.
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1.5.6 Sample size

The number of measurements or animals includedstody (sample size) has the potential to
influence a variety of measures including thindse livariance, confidence intervals and
statistical significance. The smaller the sampiee,sthe more likely it will be to generate
results from analyses that may not be of much msdeintifying causes for a disease. In some
cases it may be possible that a study specifi@aess one or more risk factors and fails to
show any association with disease and yet if theesstudy had been performed with a larger
sample size it might have identified the risk fastas causes of disease.

In practice the number of samples that may be &blbe collected will be limited by
available resources (labour, time, budget, santplage and testing capacity).

It is possible to perform calculations to inforrkely sample size estimates before a study is

performed. The EpiTools websitetip://epitools.ausvet.com.dias sample size calculators

for a variety of study types including cohort armge-control studies.

The following information provides some simple sulgf thumb for sample sizes for a field

study aiming to identify a possible causal agentfdisease outbreak.

Where there is no single clear diagnosis for tlseale or identification of a disease agent,
there may be interest in conducting additionalstast confirm the specific disease and
identify the infectious agent (if it is considerkkely to be an infectious disease). This will
typically involve laboratory testing of samples leoted from animals that meet the case
definition and from a comparison group of non-ca3éw laboratory testing will generally
look for detection of a candidate agent (virus atteria) and compare the prevalence of
positive results in the two groups. If the resshew a very low detection of the agent in the
free or non-case group and a very high detection ohtaigetheexposed or case group then

this would support a hypothesis of the infectiogerd being a cause of the disease.

At least 10 animals at each stage of disease slheugkamined, but, if resources permit, this
number should be extended to as high as 30. &tatistethods can then be used to assist in

identifying which pathogen is the most likely.

The below table shows the number of animals thatine be examined to provide data for
statistical analysis of association between diseaskepossible causal factors. Such analysis

can assist in identifying which cause, from lispoksible causes, is the most likely.
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The dark shaded boxes show that examining 25-3@asiper case and non-case group are

needed to ensure a high probability of identifyendifference between groups.

The light shaded boxes show the differences ingbeexe required for a sample size of
approximately 10 animals per group. In particulainere the difference between cases and
non-cases is large (top left corner), only smaflhbars of animals are required to provide a
high level of confidence that the observed assiocias not due to chance. In contrast, very
large numbers are required if the difference betwgm®ups is likely to be small (diagonal

from bottom left to top right).

Table 1.9: Number of animals per group to examineto determineif a particular finding is more common
in cases than non-cases (95% confidence, 80% power, equal sizesfor case and non-case groups and
assuming a two-tailed test.

Per centage of cases with pathogen

3 72 294 ] ] ] ] ] ] ]

80 | 44 | 219 | - - - - - - - -

100 90 80 70 60 50 40 30 20 10

1 4 6 7 9 12 50 121

10 6 17 219 -

5 20 7 91 313 - -
(@]
e

= 30 9 376 - - -
o
<

= 40 11 - - - -

g 50 15 - - - -
c
o
c

“qo: 60 20 38 91 376 - - - - - -
&
g
o
o

9 | 93 - - - - - - - - -

100 | - - - - - - - - - -

Say we had taken specimens for detailed laborawaynination from 30 cases
of a particular syndrome and 30 non-cases in a evaas previously described
with the following microbiological results:
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Number (%) of infected Number to detect
Cases Non-cases | observed difference
Organism 1 | 19 (63) 14 (47) 408
Organism 2 | 26 (87) 14 (47) 25
Organism 3 | 27 (90) 25 (83) 219

From the above results, and with reference the albable, Organism 2 is the
only one which is statistically associated withammal being a case, despite
Organism 3 being isolated more frequently from saséhe reason for this
conclusion is that the sample size of 30 is insidfit to detect a statistical
difference in the isolation rates from cases anatecases for Organisms 1 and 3,
but is sufficient for Organism 2. This does notdye” that Organism 2 is the
primary pathogen (as it could be an opportunisesondary invader), but by
examining a reasonable number (in this case, 36asds and non-cases we are
much better able understand the relative importafitiee three organisms.
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1.5.7 Planning a field epidemiological study

It is important to use a structured and systenagifroach.

General aim of study:
determine prevalence of a disease in cattle and risk factors
that may be causes of the disease

A ]

Define objectives

A |

Determine data needed to answer objectives

<

]

Plan questionnaire & field visits to collect data

Collect data
|

Enter data, edit, check errors and prepare for analyses

P

N

Descriptive or exploratory analyses

&

N

Simple analyses:
2x2 tables, measures of association, confidence intervals, p-
_values
More advanced analyses:

adjustment for confounding or interaction, multivariable
analyses

PN

A}

Interpretation:
Generate hypotheses re causes and control measures

Figure 1.10: Stepsin design and analysing field epidemiologic studies. From Gregg 2002.

50



Advanced Field Epidemiology - Manual

1.5.7.1 Identify the scope and responsibilities for any investigation

The first step in any epidemiological analysisa<learly define the problem and the scope,
context and expected outcomes of the investigafibis might include determining if there

is a disease problem and, if there is, to:

determine the extent and impact of the problem

identify possible and probable cause(s) and sosyoéthe problem

identify likely risk factors for the disease

make recommendations for control and/or treatmedtfar future prevention

Where the analysis is undertaken at the request third party (for example government
policy makers), it is important that any requestosumented and that the terms of reference

are clear and unambiguous.

During planning, it is also important to have clgatefined responsibilities (who is doing
what and by when), deliverables (reports, softwar®rmation management system), and a
detailed budget.

1.5.7.2 SMART objectives

Project objectives define the specific questiors the project will be expected to answer.

If the objective of an investigation is to estim#te prevalence of white spot
disease virus in shrimp breeding stock, the stusligh should be directed at
this objective, not at identifying risk-factorslooking for other viruses.

Before proceeding with the study you should (inszdtation with others involved) define the

objectives and expected outcomes of the study. SMéljectives are:

* Specificc meaning they are clear and well-defined. On cotiguie of the
investigation, it should be a straightforward psscéo determine whether or not the

objectives have been achieved.

» Measurable: meaning each objective is associated with an owtctimat can be
measured to allow you to monitor and quantify pesgrtoward achieving each
objective and so you and others can determine wienbjective has been achieved.
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» Achievable: meaning that the objectives are practical and lidasind likely to be

achieved with the skills and resources definedhéproject.

 Reevant: Each objective should be relevant to the overatljigat goal or aim.
Objectives that are not relevant risk wasting éffen producing a result that is
subsequently ignored.

* Time-bound: meaning that each objective should include a timeeand milestones
to be achieved within a given timeframe. Failurspecify a timeframe risks a project
being continually delayed while projects that aeecpived to be more urgent (those

with specific deadlines), are progressed.

As the objectives are being developed it is impurta consider and plan for how data and
information may be collected and in what form. Tim®rmation will in turn drive the types
of analyses that will need to be done.
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1.5.7.3 Searching the literature and other sources

A review of scientific literature may be performed part of the initial investigation or to
gather information when preparing or designing aoldal studies. A literature search might
be useful to:

» identify previous studies that are relevant todheent task;

* gather additional data that might be of use in fmppnting existing data for the
study;

» develop a differential diagnosis list in a diseastbreak of unknown cause;

» see how others have approached similar tasks; and

» gather additional information to support your casabns.

With widespread access to the internet and libsaryices, searching for information is now
relatively easy. Most search engines search usywdards that you enter and searches may
be conducted against the title or abstract of &pauthors or the entire content.

Searches can be refined by adding more terms amstracting logical search statements.
Different search engines handle multiple termseddhtly, often using an ‘advanced search’
page to set detailed search parameters. In Pubktédladline, terms can be combined in a
search statement using AND and OR logical operatess example: ‘dogs and hepatitis’;

“”johne’s disease” or paratuberculosis’. If AND ar@R operators are combined in one
statement, the AND part will be processed firsgnthhe OR, unless the OR is contained in

parentheses.

Example: [cattle and johne’s disease or paratulbesis] is different to [cattle

and (johne’s disease or paratuberculosis)]. Tret &tatement will retrieve all

resources for Johne’s disease in cattle or paratulmsis in any species, while

the second returns only resources relating to Jshdisease in cattle or

paratuberculosis in cattle.
The ready availability of information via the intet means that often the bigger problem is
not just finding information but finding those soas that are most relevant to your needs. It
is important to compose and refine searches cdyetal make them highly specific for the
desired topic. If this is not done, a large nuntfaron-relevant articles are likely to be listed,

making it very difficult to identify the importamines for closer scrutiny.

For example, a search on PubMed for “Johne’s deSe&surns more than 800
matches. By refining the search to find referenabsut vaccines in cattle
(“Johne’s disease” and cattle and vaccine), tsisdan be reduced to less than
50. Additional terms can be added to further refimesearch as necessary.
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At the same time it is important not to get toodfie in case important papers have not

been indexed on all the terms you have used.

Once a list of potential sources has been ided{iselected items can usually be saved to a
text file, or often to a reference manager. Abssrat papers listed on PubMed and Medline
are often available on-line free of charge, butiespf the full papers will usually need to be
either purchased on-line, or obtained as downlaadshotocopies through a library service

(usually government agencies or universities).

A useful feature of Medline through Current Congeffibr those with access to this service) is
that it is possible to save regularly used searttrere-use or to be run on a weekly basis by
the system, with new results each week forwardea @t file to your email address. This

feature is particularly useful if there are subjastas where you wish to stay abreast of the

latest developments on an on-going basis.
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1.5.7.4 Data collection

Once it is clear what is required, the next stepigplan for collection of information and

data.

It is expected that most epidemiologic studies ¥atus on collecting raw data by making

observations or measurements on animals or calggsamples for laboratory testing.

Data and information may also be obtained frominglko producers or other people, from
the literature review, from government statisticsamimal production and laboratory testing
(including ISIKHNAS data).

Information gathered in looking at salmonellosissimeep feedlots may come
from a literature search, from which it is conclddiat Salmonella is orally
acquired and exposure dose is important — this l@ag to identification of
simple measures such as feeding in raised troughishwprevent faecal
contamination of feed and ensuring good drainagprévent slurry build-up.
Alternatively, data might be available from feedihd veterinary records,
providing facts about cases (and non-cases) ofosahosis that have occurred.
This data would then need to be collated, sumndhrised interpreted to
generate information from which to draw conclusions
For an outbreak investigation, relevant data contdude quantitative data on individual
cases of disease, case histories on individual asinfboth cases and non-cases)
veterinarians’ (or others) observations and impo&sson cases, laboratory reports on testing
undertaken on affected and unaffected animals,allsas potential sources of disease (such

as samples of feed, water, soil and environment).

In other cases, the available data could comprsarias of paper files describing the issue of
concern and providing relevant historical data. Sehéiles need to be read, collated and

summarised to put the data into a form that caeasdy understood and interpreted.

1.5.7.5 Entering, editing and analysing data

Once the relevant data are collected it is necgssagnter, collate and edit or check the data

prior to any formal analyses.

1.5.7.6 Editing data

It is assumed that data are likely to be entertmaither a spreadsheet or database for routine

data management and preparation for subsequensasal
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Where data are entered from paper records sucheassignnaires or printed material, it may
be useful to select a representative number of @ltl check entered values against paper

records as a form of quality assurance.

Table 1.10: Organisation of data into tabular format in preparation for analyses

variable name FARMID | NUMPONDS TYPE FEED ANN_PROD
001 3 Fish Commercial 400
Record 2 002 6 Shrimp Commercial 6000
003 2 Shrimp Self 800
004 1 Fish Self 50
cell
data values

A variety of simple checks should be performedryoand detect errors and implausible or
inconsistent values. Each column can be sortedtfamdtop and bottom rows inspected to
look for values that may be outliers or implausit@ew that weighs 45 kg).

Coding should be checked for all categorical vdeisblf sex is coded as M=male, MC=male
castrate and F=female, then check to see if theraray cells with values that are not on this
coding list. There may be cells entered as MF, nra&ead of M, heifer instead of female

etc.

Often it is useful to examine two variables in camalion for logic checks to detect problems
like a female animal that is recorded as havingnbeastrated, a non-pregnant animal

recorded as having calved etc.

1.5.7.7 Developing the analytical approach

The design (way the data were collected) will inidhe analytical approach. If the data were
collected using a case-control study design thensymuld be planning to do 2x2 tables with
odds ratios and possibly logistic regression tolyeseathe data. If the data were collected
using a cross-sectional or cohort study design tleenmay be able to use 2x2 tables with

relative risk measures and possibly other typesioinced analyses.

You should identify the outcomes of interest in thetaset, exposures or risk factors of

interest and other variables that may be usefabatounders.
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Complete descriptive or exploratory analyses. Thay include simple summaries of the
number of records in the dataset, description oheariable with coding system and type of
data (continuous, ordinal, nominal or categoricallymbers of missing values in each
variable, summary statistics for each variable (mmadian, counts by category etc), start

and end date of data collection.

1.5.7.8 Simple analyses

2x2 tables (also called contingency tables or etalsslations) are simple and easy to
perform and form the mainstay of initial analysé&eld epidemiology data. Larger tables of

attack rates can be produced for various risk facto

Where data can be structured into a binary codorgdisease (disease present, disease
absent) and where the risk factor under consiaeratan also be classified using a binary
approach (absent or present), then counts of thmebeu of animals in each of these
combinations can be entered into a 2x2 table amdlysed to produce either odds ratio or

relative risk estimates and associated confidemesvals and p-values.

Statistical tests provide a p-value (probabilityiatt is interpreted as the likelihood of

obtaining the results by chance alone if there masassociation between risk factor and
disease. Where the p-value is greater than a defimeshold, (alpha=0.05 or in some cases
0.1), we interpret the findings ast-significant and as indicating that the result could have
occurred by chance alone and that the evidence miesupport an association between the
risk factor and disease. When the p-value is Ibas the threshold then we interpret the
finding assignificant and as indicating that there is an associatiowdst the risk factor and

disease.

It is important to note that sometimes statisttests return a non-significant finding even
though the factor may be associated with diseab& i more likely to occur when the
sample size is small. Small sample size alone shoet interfere with the point estimate of
an OR or RR though it may affect the confidenceridl and the p-value.

From an epidemiological perspective, estimates emdfidence intervals and unadjusted
screening tests (relative risks or odds ratios) rhaymore useful than technically more
advanced multivariable statistical analyses. Thigdrticularly the case in the early stages of

a complex disease investigation. Over time as noarefully planned studies are designed
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and implemented then advanced analyses may be apprepriate but these will generally

take time to plan and perform.

It is also important to note that statistical sfg@nce or meaningful RR or OR estimates do
not necessarily provide proof of causation. Theyjle evidence of statistical association.
Where there is care and attention in the desigheostudy you may have more confidence in

the causal interpretation of the results of statistests.

1.5.7.9 More advanced statistical analyses

Statistical advice should be sought before procegtti more advanced analyses.

It is possible to perform stratified analysis of22%ables using theéMaentel-Haenszel
procedure to adjust analysis for the confounding or modifyi(interaction) effect of a
different factor. The result may be an adjustedraleneasure of association or separate
measures of association for each level of the ddator.

Finally more advanced statistical models may bel useanalyse larger or more complex
datasets to produce adjusted measures of assadmgioveen multiple factors in one model.
There are a number of benefits of multivariable allity in understanding associations
between many factors and disease. The effectsyobaa factor in the model are adjusted for
all other effects in the model, effects of intetaas and confounding can be incorporated in
the model and models can be expanded to incorpdegiendencies amongst observations

(clustering of units).

Logistic regression is very commonly used to aralgpidemiologic data from disease
investigations where the disease outcome can beseped as a binary variable (0=no
disease, l=disease) and where multiple risk facoesbeing considered. Other types of
analyses that may be considered include Poissoregative binomial regression for count
data (counts of the number of cases of diseasm)ivalianalysis for time to event (time to

occurrence of disease) and possibly linear modbEnvan outcome of interest is continuous

(effect of disease status on body weight or growth)

1.5.7.10Use of other information

In many cases, you could be asked to synthesisklleainformation and make conclusions

and recommendations with very little (or withoutypiguantitative data to analyse. In such
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situations the ‘data’ is likely to consist of pajiées, case reports, subjective observations or

other ‘soft’ data.

Qualitative data is not amenable to the numericathwmds used to summarise and make
inference from quantitative data. Instead, a qat@h analysis is required, following a series
of systematic steps, such as:

thorough review and summarisation of the availatderial

identification of consistent patterns or anomairethe data

identifications of strengths and limitations in theta

identification of likely and logical explanatiofer the observed patterns

It is usually not possible to make definitive stagmts about cause-and-effect or other
specific relationships. However, particularly wheéhne data is of a reasonable quality and
consistency it is often possible to arrive at acbasion as to the most likely explanation (or a

group of likely/possible explanations) for the atveel patterns.

1.5.8 Interpreting field data and information

Elevated relative risk or odds ratio estimates mayide suspicion about possible causes of
disease but should be interpreted with caution.nCéabias, confounding and other sources
of error (data entry error, incorrect analyses atoyuld all be considered as alternative

explanations for elevated or significant measufesssociation.

Where the data were derived from a carefully plamstady with design attributes intended to
prevent bias and other problems and where the rdatsagement and analyses have been
conducted appropriately and the results have pestigignificant measures of association
with meaningful relative risk (or odds ratio) vasuend where the findings are biologically
plausible and consistent with other studies or ifigd, then you may have increased

confidence in the findings.

In many cases you will be expected to draw conghssiand make recommendations based
on less than perfect data/information. When thigpleas it is essential not only to recognise
the limitations of the available data and inforraatibut also to continue with those analyses

that the data will support and draw what conclusigiou can. In many cases, your
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recommendations are likely to include collectioradtlitional data to provide further support

(or otherwise) for your preliminary conclusions.

In 1994, an incident occurred in Queensland whepeeaiously unidentified
virus (since characterised as Hendra virus) wasoresble for the death of 14
horses and one human (with a second affected hsoi@equently recovering),
associated with a single racehorse stable (Balaxickl., 1996). During the
investigation it became rapidly apparent that thés a previously unidentified
disease, and that the aetiology was unknown. Howewen before the causal
virus was identified, it was possible to determtinat it was probably infectious
in nature; was most likely to be directly transedtt was not highly contagious
(either among horses or humans); and that it pigbafginated from an, as
then, unidentified wildlife reservoir (Baldock dt,a995). Just on one year after
the Hendra outbreak, flying foxes (fruit bats) wetentified as the presumptive
natural host of the virus, with about 14% of flyifigxes sampled being
seropositive (Baldock et al., 1996). The virus wabsequently isolated from
uterine fluids of a flying fox (Halpin et al., 1996-lying foxes were known to
feed in trees in a spelling paddock associated thighstable and in which the
index case was grazing prior to becoming sick. $pecific mechanism of
transmission among bats and from bats to horssglisot known.

In the Hendra virus example, there was virtuallyquantitative data available
for analysis, and yet a remarkably accurate pictirevhat happened and the
cause and source of the outbreak were generatedribgal review and
interpretation of the findings of medical and vatary investigations of
affected animals and humans.

1.5.9 Preparing the report

Effective communication of the findings of your estigation to the appropriate decision
makers is critical. If the findings are not comnuated in a manner that allows key
stakeholders to understand the results and useftrenation to make good decisions, then

the effort will have had little benefit.

A final report from any epidemiologic study shotle prepared in a systematic manner with
sections following scientific convention: introdiget, outline of objectives, materials and

methods, results, discussion and bibliography.

It is important to use a structured and systemapiproach and always ensuring that the
findings are consistent with the interpreted infation and data available at the time.
Describe and record your methods and findings abahy conclusions and recommendations

are easily understood and the process of arrivinthese conclusions is transparent and
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apparent to others. This is essential so that #seskand limitations of the conclusions are

understood by those responsible for implementingrasponse to your recommendations.
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Software resources

EpiCalc, 2000, v 1.2. A multi-function statisticedlculator that works with pre-tabulated
data. Available fromhttp://www.brixtonhealth.com/index.html

Epilnfo, v 3.3. Database and statistics softwanepablic health professionals. Available
from: http://www.cdc.gov/epiinfa/

EpiTools, 2004. AusVet's on-line epidemiologicalcadators and utilities. Available at:
http://epitools.ausvet.com.au

WinEpiscope, v 2.0. Software for quantitative vitary epidemiology. Available at:
http://www.clive.ed.ac.uk/winepiscope/

| nternet search engines and databases

Some of the commonly used, web-based, scientit@bdses include:

« Medline/PubMed — This indexes all major medicatevi@ary, epidemiological and
associated journals, and is freely available fobusdrs through PubMed
(http://www.ncbi.nlm.nih.gov/entrez/query.f¢gi

* Medline is also available through Current Contemts other service providers
through institutional library subscriptions.

» ScienceDirecthttp://www.sciencedirect.comprovides indexing and search facilities
for a wide variety of scientific journals in theyshical, life, health and social
sciences.

* Biosis previews/Web of knowledge
(http://thomsonreuters.com/products_services/scisaiemce products/a-z/biogishdexes
a wide variety of journals, conference proceedibgsks, review articles etc in the
broad life sciences area. Available through ingthal subscription.

» Sciverse Scopuéittp://www.scopus.com/home.)itlaims to be the world’s largest
abstract and citation database of peer-reviewerhtiire and quality web sources,
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covering a multitude of topics. It is availabledbgh institutional subscription and
some publishers provide temporary access to revgeafgournal papers.

Agricola (http://agricola.nal.usda.ggus the catalogue of the National Agricultural
Library of the USA and provides citations and adsts for an extensive collection of
agricultural literature.

CAB Abstracts (CAB Abstracts ) includes over 6.3liom records from 1973
onwards, with over 300,000 abstracts added eaah g@zering agriculture,
environment, veterinary sciences, applied econgrfocsl science and nutrition.
Access is via institutional subscription or by tim&sed payment.
JSTOR(http://www.jstor.org) indexes more than 1,000 refereed journals fromde wi
variety of disciplines, including aquatic, biologi@and health sciences and statistics.
Available through institutional or individual sulsgtion.

SIGLE (http://www.opengrey.e)y or System for Information on Grey Literaturein
Europe, indexes more than 700,000 bibliographical refeesrfrom the grey
literature (research reports, doctoral dissertatioonference papers, official
publications, and other types of non-refereed jgakibbns), produced in Europe.
Open access to all users.

More general search engines include:

Scirus(http://www.scirus.com/srsagp+ This is a broader search engine covering a
wide range of scientific information across disitipk and publication types. Scirus
covers not only scientific journals, but also welblcations and a range of other
non-refereed sources.

Google Schola¢http://scholar.google.com.au/schhp?hlFafso supports broad searches
of the academic and scientific literature. It aléofer searching across many
disciplines and sources and ranks documents acgpralirelevance and quality or
frequency of citation.

Google(http://www.google.con)/and other internet search engines can be usethdut
content returned is not limited in any way othearthby your search. These engines
will return news items, personal web pages andteynet content that is relevant to
the search criteria (and some that is not!).
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2 Diagnostic tests

In field epidemiology the terntdiagnosis generally means identification of a disease or
condition that is affecting an animal. A diagnodgst is any procedure or process that may
contribute to the development of a diagnosis. Enetdiagnostic test may be used to refer to
a clinical examination of an individual animal ora laboratory test performed on a sample
collected from an animal (blood, faeces etc). Témults of these tests are interpreted and

used to determine if the animal has a diseasetor no

Diagnostic tests may be applied to an individuatmah (as above) or to a group or aggregate
of animals such as a mob, herd or farm. The presehone or more disease-positive animals

in a mob may mean that the mob is declared infected-level diagnosis).

2.1 Measures of diagnostic test performance
2.1.1 Accuracy and precision

Accuracy relates to the ability of the test to provide aufethat is close to the truth (the true

value). Accuracy is generally assessed in the tang meaning that it can be thought of as
the average of multiple test results. A test igdfoge considered to be accurate when the
average of repeated tests is close to the trueevalny one test result may itself not be as

accurate as the average of repeated tests perfamie same sample.

Precision refers to how repeatable the test is. If the iestepeated and the result from
different runs is always the same then the teptesise (regardless of whether the result is

accurate or not).

A precisetest hasalow level of randomerror i.e. a high level of repeatability.

An accurate (valid) test has a low level of systematic error (bias).

A test can be precise without being accurate aod versa. A good test is both precise and
accurate. The concepts of precision and accuracynast easily understood by thinking of

shooting at a target as shown below. The term iyliisl often used to represent accuracy.
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Figure 2.1: Diagram showing test accuracy (validity) and precision

There are lots of terms used to describe attriboftesagnostic tests.

» Repeatability generally refers to results from repeated testhghe same sample
performed in the same lab

= Reproducibility refers to results from testing the same samplalifferent labs
(splitting the original sample in to multiple subrsples and sending them to different
labs)

= Agreement refers to how well two different tests agree

Tests performed on identical material under apgbraimmilar conditions do not, in general,

yield identical results. This variation is attribdtto random error inherent in every test
procedure because factors that may influence thaltref a test cannot all be completely
controlled. When interpreting test results, thisiataility must be taken into account. There

are many different factors which contribute to Wlaeability of a test procedure, including:

» uniformity of test material
» transport and storage of test material

* reagents
* equipment and its calibration
e operator

» environmental conditions - temperature, humidight, air pollution
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2.1.2 Ability of a test to detect disease states

All tests may produce errors in their results. Talgy as a test, the procedure should classify
animals (diseased, not diseased) at least morgadelyuthan a purely random procedure -

such as tossing a coin.

The two types oérrorsthat a test can make are:
» falsepositive — the test identifies an animal to have a diseds it does not
» falsenegative — the test identifies an animal not to have aalisavhen it does

The validity of a test is the probability that it will get tletassification correct. Validity is
expressed in terms eénsitivity andspecificity:

* Senditivity (Se) is the probability that a positive animallvei identified as positive
by the test (1 — false negative rate) — this dbssrthe test ability to detect a disease

animal

» Specificity (Sp) is the probability that a negative animal wé correctly identified as
negative by the test (1 —false positive rate) -is tthescribes the tests ability to

determine an animal is not diseased

Population
True state Infected Uninfected
animals animals
Testresult ) Positive Negative Positive Negative
Sensitivity 1-Se 1-Sp Specificity

| . (true (false (false (true

nterpretation " . > -
positive negative positive negative

rate) rate) rate) rate)

Figure 2.2: Diagram showing inter pretation of sensitivity and specificity in relation to true disease status
and diagnostic test outcome.
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Assessing Se and Sp often includes something caltpmld standard test. A gold standard is
a test that is absolutely accurate — it correcttedts all diseased animals and it correctly

classifies all non-diseased animals as being disieas.

Traditionally test performance was based on corspario a gold standard. More recently
methods have been developed that allow assessitdt @erformance in the absence of a

gold standard but these methods are usually maonplex.

Diagnostic test performance is often describedguai@x2 table approach.

Table 2.1: Table showing 2x2 layout used for assessment of diagnostic test performance. Columns display
true disease status based on a gold standard test (+= positive, -=negative) and rows display the results
from a diagnostic test.

Gold Std + Gold Std - Total
Test + a b a+tb
Test - c d c+d
Total a+c b+d at+b+c+d

a d
Se = (a+c) Sp = (b+d)
If a new test were applied to 100 animals, madefl§® healthy animals and 40
infected animals, the results in Table 4.2 mighob&ined.
I nfected Healthy Total

Test + 36 10 46
Test - 4 50 54
Total 40 60 100

* the sensitivity of the test is 36/40 = 90%
» the specificity of the test is 50/60 = 83.3%
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2.1.3 Sensitivity

Sengitivity is the proportion of animals with the diseaseifdection) of interest which test
positive (i.e. proportion of true positives).

Sensgitivity (True Positive Fraction): The proportion of animals with the disease of
interest that test positive. Sensitivity is also defined as the conditional probability that
atest will correctly identify those animals that are infected (Pr T+|D+).

Thefalse negative fraction is 1 — Se.

2.1.4 Specificity

Specificity is the proportion of animals without the diseakmt@rest which test negative (i.e.
proportion of true negatives).

Specificity (True Negative Fraction): The proportion of animals without the disease
of interest that test negative. Specificity is also defined as the conditional probability
that a test will correctly identify those animals that are not infected (Pr T-|D-).

The false positive fraction is 1 — Sp.
One way to remember the difference between Se pnsl t8 think:

* Se ="“e” = false negatives and true positives

* Sp="“p” = false positives and true negatives

There is an inverse relationship between Se anfbiSmost tests and particularly those that
are based on a continuous measure, such as an ELH#Ameans that tests that have a very

high Se will often have a lower Sp and vice versa.

Tests that produce a continuous measure (measantigody or enzyme concentration in
blood for example) can have the cut-point alterednbve test performance towards higher

Se or higher Sp.

68



Advanced Field Epidemiology - Manual

FREQUENCY

HEALTHY DISEASED
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Figure 2.3: Plot showing a frequency measure of test results from application of a diagnostic test applied
to healthy and diseased animalswhen the test output is measured on a continuous scale. The vertical line
at C-C represents a cut-point to distinguish healthy animals (to theleft of C-C) from diseased animals (to
theright of C-C).

Results for animals that are disease free (D-)llysagerlap with the results in the diseased
population (D+). Animals to the right of the cuthpb (C-C) are classified as reactors
(diseased or infected) and animals to the left dassified as negative (non-infected). If
fewer false positives are required, C-C is movedh® right; specificity increases and
sensitivity decreases. However, if fewer false tgga are required, C-C is moved to the

left: sensitivity increases and specificity decesas

Selection of the appropriate cut-off value will éapg on a number of issues including the
relative cost of false positives and false negatitiee stage of an eradication program, if any,
and the availability of other tests. An importanhsequence of imperfect specificity (i.e. ~<
100%) is that if a large number of animals areeg@dtom a population free of the disease in
guestion, there is a significant chance of abnonmsiilts. For example, if 10 independent
samples were tested using a test with 90% spegyitive probability of at least 1 positive test

result occurring is 65%.
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2.1.5 Predictive Values

Se and Sp are characteristics of the test whete#ites applied to animals of known disease
status. Se and Sp do not tell us how useful thenéght be when applied to animals of

unknown disease status.

For most people in the field, the practical sitoiatis that they have performed the test on an
animal with unknown disease status and they widls&othe test results to better classify the

animal as disease + or disease -. Se and Sp arelpédl in this situation.

Predictive values are useful in this situation.diitive values allow us to answer the two

related questions:
= What proportion of the test positive animals avdytinfected?
= What proportion of the test negative animals arlytnot infected?

Predictive values are functions pifevalence and the test characteristics sshsitivity and
specificity. As prevalence declines so does the positive giedivalue. The converse is true
for negative predictive value.

. o Prev x Se
Positive predictive value = a/(a+b) =

Prev x Se+ (1-Prev) x (1-Sp)

. - (1-Prev) x Sp
Negative predictive value = d/(c+d) =

(1-Prev) x Sp + Prev x (1-Se)

With an understanding of the principles of predietvalues, the following rules of thumb for

using tests in the diagnostic process at the iddadianimal level can be recommended:

= If the objective ido confirm a likely diagnosis (the "rule-in” situation), then choose a
test which hasigh specificity (~>95%) and at least moderate sensitivity (~>73%).
a positive result is returned, then it is highkely the individual has the disease in
guestion (PPV's are high for tests with high spaty). If a negative result is

returned, then further diagnostic work up is reedir

= |If the objective is taconfirm that an individual is free from a particular disease (the

“rule-out” situation), then choose a test with hggnsitivity (~>95%) and at least
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moderate specificity (~>75%). If a negative ressilteturned, then it is highly likely
the individual is free from the disease in questiba positive result is returned, then
further testing is required with more specific $ed ascertain whether or not the

result was a false positive result or not.

2.2 Multiple testing

Two or more tests can be used either sequentiabyntultaneously and results interpreted in
series or parallel. In parallel interpretation, amimal is considered positive if it reacts
positively to either or both tests - this increasemsitivity but tends to decrease the
specificity of the combined tests. In series intetation, an animal must be positive on both

tests to be considered positive - this increasesigty at the expense of sensitivity.

Parallel interpretation of tests means that both tests must give a positive result for
the animal to be considered positive. Parallel testing increases sensitivity but tends

to decrease the specificity, compared to using either test in isolation.

Series interpretation of tests means that the animal is considered positive if either of
the tests gives a positive result. Series testing increases specificity at the expense of

sensitivity, compared to using either test in isolation.

In general, the greater the number of tests inghltiee greater the increase in sensitivity or

specificity, depending on the method of interpiietathat is used.

2.2.1 Sensitivity and specificity for multiple tests

Overall values for sensitivity for interpretatiorf tests in series or parallel, assuming

conditional independence of the tests, can be ledbmiusing the following example.

For this example the two tests are assumed to be independent and have the

following characteristics:
Test 1 — Se = 50%; Sp = 98.7% Test 2 — Se = 60%; Sp = 98.6%

What are the theoretical sensitivities and specificities of the two tests used in

parallel or series?
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For sensitivity, we assume an animal is infected and that it is tested with both
Test 1 and Test 2. For Test 1, the probability of a positive test result (given that
the animal is infected) is Se; = 0.5 and the corresponding probability that it will
give a negative result is 1 — Se,, also = 0.5 for this example. For Test 2, the
probability of a positive test result (given that the animal is infected) is Se, = 0.6
and the corresponding probability that it will give a negative result is 1 — Se, =
0.4.

For series interpretation, both tests must be positive for it to be considered a
positive result. From the scenario tree this is the result for the first limb on the
left, which has probability P(+/+) = Se; x Se, = 0.5 x 0.6 = 0.3. Thus, the
formula for sensitivity for series interpretation is Seseies = S€1 X Se, and for this

example is 0.3 or 30%.

For parallel interpretation, the result is considered positive if either of the
individual test results is positive. Alternatively, for a result to be considered
negative both test results must be negative. Again this can be determined from
the scenario tree, where the limb on the right represents both tests having a
negative result and the probability of both negative results is P(—/-) = (1 — Sey)
x (1 — Se,). Therefore the probability of an overall positive result for parallel

interpretation is Sepaaiel = 1 — (1 — Se;) x (1 — Sey) = 0.8 (80%) for this example.

Similar logic can be applied to the example of an uninfected animal to derive

formulae for specificity for series and parallel interpretation as shown below:

SPparaliel = SP1 X Sp, = 0.973 or 97.3% for this example and

SpPseries = 1 — (1 — Sp1) x (1 — Sp,) = 0.999 or 99.9% for our example
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Infected anima

Se xSe =0.3 (1-Se)xSe=0.3
Se x(1-Seg)=0.2 (1-Se)x(1-Sg=0.2

Figure 2.4: Scenariotreefor calculating overall sensitivity for two testsinterpreted in seriesor parallel
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2.2.2 Conditional independence of tests

An important assumption of series and parallelrpritation of tests is that the tests being
considered are conditionally independent. Condiiomdependence means that test
sensitivity (specificity) remains the same regasdl®f the result of the comparison test,

depending on the infection status of the individual

If the assumption of conditional independence islated then combined sensitivity (or
specificity) will be biased. The “conditional” terralates to the fact that the independence (or
lack of independence) is conditional on the diseatdus of the animal. Therefore
sensitivities may be conditionally independentr(ot) in diseased animals, while specificities
may be conditionally independent (or not) in nosedised animals.

Two tests are conditionally independent if test sensitivity or specificity (depending on
disease status) of one test remains the same regardless of the result of the other

(comparison) test

If tests are not independent (are correlated), twerall sensitivity or specificity
improvements may not be as good as the theoretst@mhates, because two tests will tend to

give similar results on samples from the same anima

For example, let us assume that the two tests described above were applied to
200 infected and 7,800 uninfected animals with the following results. What are
the actual sensitivities and specificities for parallel and series interpretations

and how do they compare to the theoretical values?

Test 1 Test 2 I nfected Uninfected
+ - 30 70
= + 50 80
4 4 70 30
- = 50 7620
Total 200 7800

Observed sensitivities and specificities of the two tests used in parallel or series

are:
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Se€series = 70/200 = 35% Separatel = 150/200 = 75%

Sensitivity in series has dropped less than predicted (35% instead of 30%
predicted), and sensitivity of parallel testing has increased less than predicted
(75% compared to 80% predicted). The apparent difference between calculated
and observed values for combined sensitivities suggests that these tests are in

fact correlated.

This difference is due to correlation of the test sensitivities, so that infected
animals that are positive to Test 1 are also more likely to be positive in Test 2,
as shown by the substantial difference in sensitivity of Test 2 in animals
positive to Test 1 (70/100 or 70%) compared to those negative to Test 1
(30/100 or 30%).

The differences in observed and predicted specificities are much smaller and in

this case probably due to random variation.

Lack of conditional independence of tests is palaidy likely if two tests are measuring the

same (or similar outcome).

For example: ELISA and AGID are two serological tests for Johne’s disease in
sheep. Both tests measure antibody levels in serum. Therefore, in an infected
animal, the ELISA is more likely to be positive in AGID-positive animals than in
AGID-negative animals, so that the sensitivities of the two tests are correlated
(not independent). This is illustrated in Table xx.5, where the sensitivities of
both tests vary markedly, depending on the result of the other test. In contrast,
serological tests such as ELISA and AGID are likely to be less correlated with

agent-detection tests, such as faecal culture.
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ELISA
AGID + - Total
+ 34 21 55
13 156 169
Total 47 177 224

All 224 sheep are infected, so we can calculatsiseities of both ELISA and AGID as

follows:

ELISA Se overall 47/224 = 21.0%

ELISA Se in AGID

+

ELISA Se in AGID

34/55 = 61.8%

13/169 = 7.7%

AGID Se overall

AGID Se in ELISA +

AGID Se in ELISA -

55/224 = 24.6%

34/47 = 72.3%

21/177 = 11.9%
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2.2.3 Application of series and parallel testing

Series testing is commonly used to improve theifpigg, and hence the positive predictive

value, of a testing regimen (at the expense ofaedsensitivity).

For example, in large-scale screening programd) asdor disease control or eradication, a
relatively cheap, high-throughput test with relatiwhigh sensitivity and precision but only

only modest specificity may be used for initialesming. This sort of test can be applied to
large numbers of animals (entire population) wheeepurpose is to be very confident that

those animals that test negative are in fact déestras.

Any positives to the initial screening test arentiested using a highly specific (and usually
more expensive) confirmatory test to minimise tlverall number of false positives at the
end of the testing process. For an animal to bsidered positive it must be positive to both

the initial screening test and the confirmatorydatup test.

A good example of series testing is in eradicatmograms for bovine
tuberculosis, where the initial screening test figro either a caudal fold or
comparative cervical intradermal tuberculin teshich is followed up in any
positives by a range of possible tests includinditamhal skin tests, a gamma
interferon immunological test or even euthanasid §mph node culture,
depending on circumstances.
In the above situation it is important to realibatteven though the follow-up test is only
applied to those that are positive on the first,tékis is still an example of series
interpretation. Because an animal must test pasitvboth tests for a positive overall result,
the result of the second test in animals negativiné first test is irrelevant, so that the test
doesn’t actually need to be done. This is an ingmbrtonsideration in control or eradication
programs, where testing costs are usually a majdgét constraint and significant savings
can be made by using a cheap, high-throughputrsagéeest followed by a more expensive

but highly specific follow-up test.

Parallel testing is less commonly used, but is grily directed at improving overall
sensitivity and hence negative predictive valuethe testing regimen. Parallel testing is
mainly applied where minimising false negativesmgperative, for example in public health
programs or for zoonoses, where the consequencdailimiy to detect a case can be
extremely serious. In contrast to series testimgryesample must be tested with both tests for
parallel testing to be effective, so that testingts can be quite high.
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For example, in some countries testing for highdyhpgenic avian influenza
virus may rely on using a combination of virus &@n and PCR for detection
of virus, with birds that are positive to eithesttbeing considered infected.
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2.3 Measuring agreement between tests

There is often interest in comparing the diagnogicformance of two tests (new test

compared to an existing test) to see if the netyaexiuces similar results.

For the same specimens submitted to each of thetdsts, the investigator records the
appropriate frequency data into the 4 cells of 2 fable, a (both tests positive), b (test 1
positive and test 2 negative), ¢ (test 1 negatind test 2 positive), and d (both tests
negative). The valukappa (k), a measure of relative agreement beyond chaacethen be

calculated using software such as EpiTools or ugingulae in standard epidemiology texts.

Kappa has many similarities to a correlation coefficiant is interpreted along similar lines.
It can have values between -1 and +1. Suggestéetiarifor evaluating agreement are
(Everitt, 1989, cited by Thrusfield, 1995):

Table 2.2: Table showing inter pretation of kappa values

kappa Evaluation

>08-1 Excellent agreement
>0.6 - 0.8 Substantial agreement
>0.4-0.6 Moderate agreement
>0.2-04 Fair agreement
>0-0.2 Slight agreement

0 Poor agreement

<0 Disagreement

Care must be taken in interpretikappa — if two tests agree well, they could be equatipd)
or equally bad! However, it may be possible toifjysise of a newly developed test if it

agrees well with a standard test and if it is cleeap run in the laboratory.

Conversely, if two tests disagree, one test idylike be better than the other although there
may no way to tell which is better! The exceptionthis is where both tests have close to

100% specificity (i.e. no or few false positivels) this case the test with the larger number of
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positive results is likely to be more sensitive.Ndenar’s Chi-squared test for paired data can

also be used to test for significant differencesvieen the discordant cells (b & c).

An example of kappa and agreement between tests

A comparison of two herd-tests for Johne’s diseéasheep yields the following
results (from Sergeant et al., (2002)):

Test 2 results
Test 1 results WF - Total
+ 58 37 95
= 5 196 201
Total 63 233 296

How well do the two tests agree, and can you determine which test is better?

For these tests, kappa is 0.64, suggesting moderate-substantial agreement.
However, McNemar's chi-squared is 22.88, with 1 degree of freedom and P <
0.001. This means that the discordant cells (37 and 5) are significantly different.
From the data available it is not possible to say which test is better — the
additional positives on Test 1 could be either true or false positives, depending

on test specificity.

In this case, Test 1 was pooled faecal culture (specificity assumed to be 100%)
and Test 2 was the agar gel-diffusion test with follow-up of positives by autopsy
and histopathology (specificity also assumed to be 100%). How does this

change the assessment of the two tests?

Considering that both tests have specificity equal (or very close) to 100%, there
are likely to be very few false-positives. Therefore it appears that the sensitivity
of Test 1 (pooled faecal culture) is considerably higher than that for Test 2

(serology), since Test 1 detected a greater number of positives overall.
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2.3.1 Proportional agreement of positive and negative results

In some circumstances, particularly where the matgiotals of the 2-by-2 table are not
balancedkappa is not always a good measure of the true levedggéement between two
tests (Feinstein and Cicchetti, 1990). For exampl&he first example above, kappa was only
0.74, compared to an overall proportion of agredn@n0.94 In these situations, the
proportions of positive and negative agreement hmeen proposed as useful alternatives to
kappa (Cicchetti and Feinstein, 1990). For this examthle,proportion of positive agreement
was 0.78, compared to 0.96 for the proportion afatige agreement, suggesting that the
main area of disagreement between the tests ieditiye results and that agreement among

negatives is very high.

2.4 Estimation of true prevalence from apparent prevalence

When we apply a test in a population, the proportd positive results observed is the
apparent prevalence. However, depending on tegirpgnce, apparent prevalence may not
be a good indicator of the true level of diseaseahi& population (the true prevalence).
However, if we can estimate the sensitivity andc#city of the test, we can also estimate
the true prevalence from the apparent (test-p&itpwevalence (AP) using the formula
(Rogan and Gladen, 1978):

Trueprevalence= AP+ Sp-1

Se+Sp-1

which has a solution for situations other than wBernt+ Sp = 1. All values are expressed as
proportions (between 0 and 1) rather than percestdgr these calculations. Confidence
limits can be calculated for the estimate usinguaety of methods implemented in EpiTools.

When true prevalence is 0, apparent prevalence Syl the false positive test rate.

For example: Say we have conducted a survey with a test whose sensitivity is
90% (0.9) and specificity is 95% (0.95) and we find a reactor rate (apparent
prevalence) of 15% (0.15). By using the formula, we can estimate the true
prevalence to be 11.8% (0.118).

Another example

Suppose we have conducted a survey of white spot disease in a shrimp farm,

using a test with sensitivity of 80% (0.8) and specificity of 100% (1.0). We have
81



Advanced Field Epidemiology - Manual

tested 150 shrimp, and 6 shrimp tested positive. What is the estimated true

prevalence?
The apparent prevalence is 6/150 = 0.04 or 4% (Wilson 95% CI: 1.8% — 8.5%)

Therefore, true prevalence = (0.04 + 1 — 1)/(0.8 + 1 — 1) = 0.04/0.8 = 0.05 or
5% (95% CI: 1.1 — 8.9%)

What happens if we assume that sensitivity and specificity are both 90%?
If Se =0.9 and Sp = 0.9:

Therefore, true prevalence = (0.04 + 0.9 — 1)/(0.9 + 0.9 -1)
=-0.06/0.8 = —0.0625.

The above example illustrates one potential probigéth Rogan and Gladen formula, which

is that in some circumstances negative estimatevegroduced. However, a negative (<0)
prevalence is clearly impossible, so for this sdenthe assumptions about sensitivity and
specificity must be incorrect. For example, if gfieity was 90% (0.9), and you tested 150
animals, you would expect to have 0.1*150 or onrage about 15 false positive results
(even in an uninfected population). Therefore iflyod positives were recorded, the

specificity of the test must be much higher tha®9@& minimum estimate would be to

assume all of the positives are false positiveghabspecificity = 1 — apparent prevalence =
1 — 4% or 96%)).

Because prevalence estimates are proportions waeldshaiso calculate and present

confidence intervals for the estimate.
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2.5 Group (aggregate) diagnostic tests

The previous discussion describes the testing dfivithual animals. However, in
epidemiological investigations, the study unit odten comprise a group of animals such as
a herd of cattle, a flock of sheep, or a cage ardpof fish. For example, it is common
practice to determine herd or flock status for saliseases based on the results of testing of a

sample of animals, rather than testing the whotd beflock.

In this situation, it is important to realise thasting for disease at the group or aggregate
level incorporates a number of factors additionahibse relevant to testing at the individual
animal level. Thus, tests which may be highly saresiand specific at the individual animal
level can still result in misclassification of aghiproportion of groups where only a small

number of animals in each group are tested.

At the individual animal level, diagnostic test fmemance is determined by its sensitivity
and specificity. The corresponding group-level meas areherd sensitivity and herd
specificity. Herd sensitivity and herd specificity are affectsy animal-level sensitivity and
specificity, as well as the number of animals &sthe prevalence of disease in the group
and the number of individual animal positive res(lt, 2, 3 etc) used to classify the group as
positive. Just as we do for individuals, we alsotaigh sensitivity and high specificity in

our group level interpretation.

Herd sensitivity (SeH) is the probability that an infected herd will give a positive
result to a particular testing protocol, given that it is infected at a prevalence equal to
or greater than the specified design prevalence.

Herd specificity (SpH) is the probability that an uninfected herd will give a negative
result to a particular testing protocol (HSP)
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2.5.1 Calculating herd sensitivity and herd specificity

The herd-level sensitivitySeH) and specificity §H) with a cut-off of 1 reactor to declare a

herd infected can be calculated as (Martin etla9?2):
SeH =1 — (1 — (PrexSe + (1 — Prew(1-Sp))J" and

SpH = Sp"

WhereSe andSp are animal-level sensitivity and specificity resipeely, Prev is true disease
prevalence andn is the number of animals testeflieH is equivalent to the level of
confidence of detecting infection in herds or fleskith the specified prevalence of infection.

SeH andSpH can be easily calculated using EpiTools or otipgteamiological calculators.

If test specificity is 100% (i.e. any reactors dodlowed up to confirm their status)

calculation of SeH is simplified:
SeH = 1 — (1 — PreySe)"
An example

For example, assuming that we have tested 100 animals in a herd with a test
that has Se = 0.9 and Sp = 0.99, what is the herd-sensitivity for an assumed

prevalence of 5%7?
SeH =1 - (1 - (0.05*0.9 + (1 — 0.05)*(1 — 0.99)))*®
=0.996 or 99.6%

This means that if disease is present at a prevalence of 5% or more, there is a

99.6% chance that one or more animals in the sample will test positively.
For this scenario, herd-specificity is:
SpH = 0.99'®° = 0.37 or 37%

This means that there is a 37% chance that an uninfected herd will also have

one or more animals test positively.

What happens if we assume that the prevalence of infection is 2% instead of
5%7?
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Herd-sensitivity:
SeH =1 — (1 - (0.02*0.9 + (1 — 0.02)*(1 — 0.99)))**®
= 0.94 or 94%
SeH decreases as prevalence decreases.
Herd-specificity:
SpH = 0.99'®
=0.37 or 37%

SpH is unaffected by prevalence because, by definition, SpH applies only to
herds with zero prevalence (uninfected).

In the above example, increasing the cut-point number of reactors for a positive
result from 1 to 2 (i.e. if there are 0 or 1 animals test positive the group is
considered “uninfected” while if 2 or more test positive it is infected) results in
an increase in SpH to 74% but a reduction in SeH to 77% (from EpiTools:

http://epitools.ausvet.com.au/content.php?page=HerdSens3).

The formulae above assume that sample size is sefalive to population size (or that the
population is large). Similar formulae are alsoikme for small populations or where the

sample size is large relative to population size.
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2.5.2 Risk of infection in test-negative animals

The only way to be 100% confident that no animasngrising a particular group are
infected with a particular agent is to test evenymal in the group with a diagnostic test
which has perfect sensitivity and specificity. Howe if only a low proportion of individual
animals in the group are infected and only a smathber are tested there can be quite a high
chance that infected groups will be misclassifisdiainfected. The following table shows the
number of infected animals which may be presenubdetected in a population of 100,000,
despite a sample testing negative using a test patfect sensitivity and specificity at the

individual animal level.

Table 2.3: Number of diseased or infected animalswhich could remain in a group of 100,000 after a small
number aretested and found to be negative using a test which has perfect sensitivity and specificity at the
individual animal level for 95% and 99% confidence levels

No. of animals in sample tested from

group of 100,000 and found negative

95% 99%
100 2,950 4,499
500 596 915
1,000 298 458
10,000 29 44

The situation is further complicated where the pestedure being used has poor sensitivity,

which is the case for many tests in regular use.

The probability of introducing infection in a growh tested-negative animals is the same as
the probability that one or more animals in theugrare infected but tests negative. This
probability can be calculated as:

Probability =1 — NPV

=1 - [(1-Prev) Sp/((1-Prev) Sp + Prew (1-Se))"
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WhereNPV is the negative predictive value of the test infibpulation of originSe andSp

are animal-level sensitivity and specificity respesly, Prev is true disease prevalence and

is the number of animals tested. As sample sizeases the probability that the group will
all test negative decreases, so that the oves&llassociated with a group can be reduced by
increasing the sample size. However, if all anintigest negatively the probability that one
or more are actually infected increases (assuntagthey are from an infected population),
as shown in Figure xx.6.

For example: If 20 animals are selected from a herd or flock with a true
prevalence of 0.05 (5%) and are tested using a test with Se=0.9 and Sp=0.99,
and all 20 have a negative result, the probability that there are one or more
infected animals in the group is about 0.1 (10%). In addition, the probability that
all 20 animals will have a negative test result is about 0.33 (33%).

In simple language, there is a 1 in 3 chance that all animals test negative and
also a 1 in 10 chance that there is one or more infected animals in the group,
even if they have all tested negative.

Increasing sample size from 20 to 40 reduces the probability that all will test
negatively from 33% to about 10%, but for those that are all negative, increases
the probability that one or more are infected from 10% to 20% (1 in 5).
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Figure 2.5: Effect of sample size on the probability that a group of test-negative animalswill include one
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or moreinfected (but test-negative) animals, and the probability that thiswill occur, for an assumed
Se=0.9, Sp-0.99 and true prevalence=0.05 (5%) in the herd/flock of origin.
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2.5.3 Demonstrate freedom or detecting disease?

It is impossible to prove that a population is ffemn a particular disease without testing
every individual with a perfect test. However, desioating “freedom” from disease in a
population is essentially the same as samplingrtwige a high level of confidence of
detecting disease at specified (design) prevalelficge don’t detect disease, then we can
state that we have the appropriate level of confidethat (if the disease is present) it is at
prevalence lower than thaesign prevalence. Provided we have selected appropriate design
prevalence, it can then be argued that if the dies@gere present it would more than likely be
at a higher level than the design prevalence, aedetore we can be confident that the

population is probably free of the disease.

The selection of appropriate design prevalencebigoaisly critical if it is too low sample
sizes will be excessive, while if it is too higretargument that it is an appropriate threshold
for detection of disease is weaker. For infectidigeases it is common to use a value equal to

or lower than values observes in endemic or oukbsdaations.

2.5.4 Important factors to consider in group testing

When testing a group of animals for the presenadisafase, there are a number of important

points to keep in mind:

» Individual and group level test characteristicsi&sivity and specificity) are not
equivalent.

 The number of animals to be tested in the grouméasize) is relatively
independent of group size except for small grosp4.Q00) or where sample size is
more than about 10% of the group size. Alternativthods are available for small
populations or where sample size is large relabwgroup size.

* The number of animals required to be tested irgtbap depends much more on
individual animal specificity than it does on séndiy.

* The number of animals to be tested in the grolipésrly and inversely related to the
expected prevalence of infected animals in thegrou

« As the required level of statistical confidencer@ases, so the required sample size
increases. The usual level is 95%. If this is insezl to 99%, there is an approximate
increase of 50% in the required sample size. Fedaction from 95% to 90%
confidence, there is a decrease in sample siz&%y 2

* As the sample size increases, group level sergitiireases.
* As the number of animals used to classify the gamipositive is increased, there is a
corresponding increase in specificity.
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e As group level sensitivity increases, group leyadficity decreases.

* When specificity = 100% at the individual animaldg all uninfected groups are
correctly classified i.e. group level specificitg@equals 100%.
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2.6 Estimating test sensitivity and specificity

There are two broad approaches to estimating ¢esitss/ities and specificities.

“Gold standard” methods rely on the classificatainndividuals using a reference test (or
tests) with perfect sensitivity and/or specifictty identify groups of diseased and non-
diseased individuals in which the test can be atatli In contrast, “Non-gold-standard”
methods are used in situations where determinatiothe true infection status of each

individual is not possible or economically feasible

Regardless of the methods used for estimating tsatysiand specificity, a number of
important principles must be considered when evamlgatests, as for any other
epidemiological study (Greiner and Gardner, 2000):
* The study population from which the sample is drawould be representative of the
population in which the test is to be applied;

« The sample of individuals to which the test is @apmust be selected in a manner to
ensure that it is representative of the study paipar;

» The sample should include animals in all stagab@infection/disease process;

e The sample size must be sufficient to provide adegprecision (confidence limits)
about the estimate; and

» Testing should be undertaken with blinding as totthe status of the individual and
to other test results.

2.6.1 Gold-standard methods

Gold standard methods have the advantage of uskmpwan disease status as the reference
test. This allows for relatively simple calculatsoto estimate sensitivity and specificity of the
test being evaluated, using a simple two-by-twassitabulation of the test against disease
status. However, for many conditions a gold-stathdi@mst either does not exist or is
prohibitively expensive to use (for example mayuieg) slaughter and detailed examination
and testing of multiple tissues for a definitivesul). In such cases the best available test is
often used as if it were a gold standard, resultmgiased estimates of sensitivity and
specificity. Alternatively, it may only be possikie use a small sample size due to financial

limitations or the nature of the disease, resultmgnprecise estimates.

Gold standard test evaluation assumes comparison with the true disease status of
an animal based on the results of a test (or tests) with perfect sensitivity and/or

specificity
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For example: The “gold-standard” test for bovine spongiform encephalopathy
(BSE) is the demonstration of typical histological lesions in the brain of affected
animals. However, false-negative results on histology will occur in animals in an
early stage of infection. Therefore, if a screening test is evaluated by
comparison with histology, specificity will be underestimated because some
infected animals could react to the screening test but be histologically negative,
resulting in mis-classification as false-positives. In addition, any infected but
histologically-negative animals that are negative on the screening test will be

mis-classified as true-negatives, resulting in over-estimation of the sensitivity.

If a disease is rare, or if the “gold standardt tecomplex and expensive to perform, sample
sizes for estimation of sensitivity are likely te Bmall, leading to imprecise estimates of
sensitivity. If a disease does not occur in a cguihis impossible to estimate sensitivity in a
sample that is representative of the populatiowhich it is to be applied. Conversely, if a
disease does not occur in a country or regiors, lielatively easy to estimate test specificity,
based on a representative sample of animals frerpapulation, because if the population is

free of disease all animals in the population nalst be disease-free.

Sometimes a new test may appear to be more sengitivspecific) than the existing “gold
standard” test (for example, new DNA-based testspared to conventional culture). In this
situation, the new test will find more (or feweQgttives than the reference test and careful
analysis is required to determine whether thiseisalise it is more sensitive or less specific.
Even then, it is often not possible to reliablyireste sensitivity or specificity because there
is no fixed reference point, so it may only be jgaussto say that the new test is more

sensitive (or specific) than the old test, withspécifying a value.

Gold-standard methods for estimating sensitivitgt apecificity of diagnostic tests and their

limitations are discussed in more detail by Gresraadt Gardner (2000).
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2.6.1.1 Estimating specificity in uninfected populations

One special case of a gold standard comparisomrisegtimating test specificity in an
uninfected population. In this case either histdrinformation or other testing can be used to
determine that a defined population is free ofdis®ase of concern. This can be based on
either a geographic region which is known to be.frer on intensive testing of a herd or
herds over a period of time to provide a high lexfetonfidence of freedom. If the population
is assumed to be free, by definition all animalghim population are uninfected. Therefore, if
a sample of animals from the population is testeth \the new test, any positives are
assumed to be false positives and the test spéciBcestimated as the proportion of samples
that test negatively.

For example, to evaluate the specificity of a nest for foot-and-mouth disease

you could collect samples from an appropriate nuntbeanimals in a FMD-

free country and use these as your reference panel.
Two drawbacks of this approach are: firstly thau yoannot estimate sensitivity in this
sample, since none of the animals are infected;saedndly that by using a defined (often
geographically isolated) population there is a tisat specificity may be different in this

population to what might be the case in the tapggulation where the test is to be used.

2.6.2 Non-gold-standard methods

Non-gold-standard methods for test evaluation c#i@enobe used in situations where the
traditional gold-standard approaches are not plessib feasible. These methods do not
depend on determining the true infection statusach individual. Instead, they use statistical

approaches to calculate the values of sensitivityspecificity that best fit the available data.

Non gold-standard test evaluation makes no explicit assumptions about the
disease state of the animals tested and relies on statistical methods to determine the

most likely values for test sensitivity and/or specificity

Although these methods don'’t rely on a gold statidar comparison, they do depend on a
number of important assumptions. Violation of thassumptions could render the resulting
estimates invalid. Non-gold-standard methods fdameding sensitivity and specificity of
diagnostic tests have been described in more dstaiui and Walter (1980), Staquet et al.
(1981) and Enge et al. (2000).
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Available non-gold-standard methods include:

2.6.2.1 Maximum likelihood estimation

Maximum likelihood methods use standard statistioathods to estimate sensitivity and
specificity of multiple tests from a comparisontbé results of multiple tests applied to the
same individuals in multiple populations with diat prevalence levels (Hui and Walter,
1980; Enge et al., 2000; Pouillot et al., 2002)y Eesumptions for this approach are:
* The tests are independent, conditional on disdasgsgthe sensitivity [specificity] of
one test is the same, regardless of the resulieobther test, as discussed in more detalil
in the section on series and parallel interpretadibtests);
» Test sensitivity and specificity are constant asnogpulations;
* The tests are compared in two or more populatidtisdifferent prevalence between
populations; and

* There are at least as many populations as thetesteebeing evaluated.

2.6.2.2 Bayesian estimation

Bayesian methods have been developed that alloestimaation of sensitivity and specificity
of one or two tests that are compared in singlenoltiple populations (Joseph et al., 1995;
Enge et al., 2000; Johnson et al., 2001; Branscumal.e 2005). These methods allow
incorporation of any prior knowledge on the likedgnsitivity and specificity of the test(s)
and of disease prevalence as probability distioimsti expressing any uncertainty about the
assumed prior values. Methods are also availablevfaluation of correlated tests, but these
require inclusion of additional tests and/or popales to ensure that the Bayesian model

works properly (Georgiadis et al., 2003).

Bayesian methods rely on the same assumptionseaméximum likelihood methods. In

addition, Bayesian methods also assume that apateand reasonable distributions have
been used for prior estimates for sensitivity apecficity of the tests being evaluated and
prevalence in the population(s). For critical disitions where prior knowledge is lacking it

may be appropriate to use an uninformative (unijgurior distribution.

2.6.2.3 Comparison with a known reference test

Sensitivity and specificity can also be estimatgdcbmparison with a reference test of

known sensitivity and/or specificity (Staquet et 4981). These methods cover a variety of
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circumstances, depending on whether sensitivitgpecificity or both are known for the
reference test. Key assumptions are conditionapaddence of tests, and that the sensitivity

and/or specificity of the reference test is known.

In the special situation where the reference t&&inown to be close to 100% specific (for
example culture or PCR-based tests), the sengitifithe new test can be estimated in those

animals that test positive to the reference test:
Se(new test) = Number positive to both tests / Maianber positive to the comparison test

However, the specificity of the new test cannotréleably estimated in this way, and will

generally be under-estimated.

2.6.2.4 Estimation from routine testing data

Where a disease is rare, and truly infected aniroafs be eliminated from the data, it is
possible to estimate test specificity from routtesting results, such as in a disease control
program (Seiler, 1979). In this situation, testipess are routinely subject to follow-up, so
that truly infected animals are identified and remub from the population. It is also possible
to identify and exclude tests from known infecteztds or flocks. Specificity can then be

estimated as:
Sp = 1 — (Number of reactors / Total number tested)

In fact, this is an under-estimate of the true Hjp#ly, because there may be some
unidentified but infected animals remaining in tea after exclusion of tests from known
infected animals or herds/flocks.
For example: The flock-specificity of pooled faecalture for the detection of
ovine Johne’s disease was estimated from laboraestng records in New
South Wales (Sergeant et al., 2002). In this arsglybere were nine test-
positive flocks out of 227 flocks eligible for indion in the analysis. After
exclusion of results for seven known infected flckhere were 2/220 flocks
positive, resulting in an estimated minimum flogesificity of 99.1% (95%
Binomial CI: 96.9% - 99.9%). In fact one or bothtbese flocks could have
been infected, and the true flock-specificity cobklhigher than the estimate of
99.1%.
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2.6.2.5 Modelling approaches

Several novel approaches using modelling have la¢gm used to estimate test sensitivity
and/or specificity without having to rely on a caamigon with either a gold standard or an

alternative, independent test.

2.6.2.6 Mixture modelling

One approach to estimating test sensitivity andifipy in the absence of a gold standard is
that of mixture population modelling. This approashbased on the assumption that the
observed distribution of test results (for a teghva continuous outcome reading such as an
ELISA) is actually a mixture of two frequency dibtrtions, one for infected individuals and

one for uninfected individuals.

Using mixture population modelling methods, it isspible to determine the theoretical
probability distributions for uninfected and infedtsub-populations that best fit the observed
data, and from these distributions to estimateiteitys and specificity for any cut-point.
For example, this approach was used to estimatgtis#tly and specificity for
ELISA for Toxoplasma gondii infection in Dutch sheep (Opsteegh et al., 2010).
ELISA results from 1,179 serum samples collectedmfr sheep at
slaughterhouses in the Netherlands were log trams&id and normal
distributions fitted to the infected and uninfectedimponents. The resulting
theoretical distributions allowed determination &fsuitable cut-point with

estimated sensitivity of 97.8% and specificity 6{4%.

While this is a useful approach for estimating genity and specificity in the absence of
suitable comparative test data, it does dependhe@mssumptions that the test results follow
the theoretical distributions calculated and the sample tested is representative of the
population at large. If the actual results deviaignificantly from the theoretical

distributions, or the sample is biased, estimai#saiso be biased.

2.6.2.7 Simulation modelling of longitudinal testing results

An alternative approach, using simulation modellihgs been used where no comparative
test data was available, but results of repeatstinte over time were available. In this
example, the sensitivity of an ELISA for bovine dels disease was estimated from repeated
herd-testing results over a 10-year period usisgraulation model. Age-specific data from

up to 7 annual tests in 542 dairy herds were ugsexbtimate ELISA sensitivity at the first-
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round test. The total number of infected animatsent at the first test was estimated from
the number of reactors detected at that test, thii®stimated number of animals that failed
to react at that test, but reacted (or would haaeted if they had not died or been previously
culled) at a subsequent test, based on react® ahteubsequent tests. Reactor rates were
adjusted for an assumed ELISA specificity of 99.@8@nsure estimates were not biased by
imperfect ELISA specificity (Jubb et al., 2004). égpecific estimates of ELISA sensitivity
ranged from 1.2% in 2-year-old cattle to 30.8% @rykar-old cattle, with an overall age-

weighted average of 13.5%.

This approach depends on the assumption that rBesifdcted animals become infected at a
young age, and that all animals that subsequeedgted to the ELISA were in fact infected
at the time of the first test. If adult infectiorcaurred in these animals the estimated

sensitivity could have substantially under-estirddtes true value.
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3 Disease control and eradication programs

3.1 What is meant by control or eradication of disease

Control: is the reduction of the morbidity and mortalitgrn a disease by
- Treating diseased animals to reduce the prevalenc
- Preventing disease to reduce incidence and mecal

Eradication: is theregional extinction of an infectious agent

Many animal diseases aeademic in a population and are either not sufficientlyices to
warrant control, or are amenable to well recogniseatment, control or preventive measures

implemented at the farm or individual level.

Most countries will have a list of animal diseatiest must be reported to relevant authorities
as soon as diagnosis is suspected or confirmeslugiralia these are calleobtifiable animal
diseases. Diseases are generally included on a notifiableeaties list because of their
potential to cause adverse impacts on animal health production, international trade,

biodiversity and human or ecosystem health.

There is little reason to invest effort in maintag a list of notifiable diseases and the
necessary infrastructure to detect and report seseanless there is also a commitment

towards controlling or eradicating these diseases.

Control or eradication programs may be appliedndeenic diseases or as a planned response
activity that is implemented only if specific exotiliseases occur in a particular country or

part of a country that is normally free of thatedise.

For example:

* Milk fever and grass tetany are affected by sedsormhmanagement
factors and are generally managed at farm andiohday animal levels.

» Clostridial diseases of sheep and cattle are wrdesipand generally
controlled by on-farm vaccination programs.

* Internal and external parasites in sheep and catllgenerally managed
at the farm level, but can be very costly on amustd; basis (10’s —
100’s of millions of dollars per year) and on-facantrol may be
supported by regional programs providing techracidice and support.
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Some diseases, such as ovine brucellosis or cagrimétis-encephalitis
virus, affect only some herds or flocks, and camiamaged at a regional
or industry level through voluntary quality asswariQA) type
programs.

Control of Johne’s disease in many countries isingptowards
voluntary, industry-based programs.

Zoonotic disease such as anthrax, rabies, bovioegsjorm
encephalopathy and highly pathogenic avian inflaeare subject to
strict regulatory programs in many countries.

Brucellosis and TB in cattle have been eradicatech fAustralia and are
subject to national eradication programs in somatrees.

Exotic disease outbreaks in some countries ardlysudpject to
emergency eradication programs (for example fodtaouth disease)
in countries where the disease doesn’t usuallyroccu

Global freedom from rinderpest was declared in 2@dllowing a
lengthy eradication program.

3.2 Why have a regional control or eradication program?

Regional disease control or eradication progranve leeen an important facet of livestock

production since at least the 18th century. Earpjgmms were directed at eradication of

outbreaks of severe diseases such as rinderpe$b@arand-mouth disease from Europe and

the UK in the 18th and 19th centuries. Also in 18¢h century, Australia eradicated sheep

scab from its national flock, while in the mid-la2@th century contagious bovine pleuro-

pneumonia brucellosis and tuberculosis were alsaliested from the Australian cattle

population. More recently, in 2011 internationagéefdom from rinderpest was proclaimed

after a protracted eradication campaign. This iy tdme second time global eradication of a

disease has been achieved (following the eraditafiemallpox in the mid dcentury) and

the first time for an animal disease.

Regional or national programs may be implementeariy of the following reasons:

To control or eradicate diseases with severe pitodiycand economic consequences
including trade in animals and animal products.(®gt-and-mouth disease);

To protect human health from zoonotic infectiong.(bovine spongiform
encephalopathy, bovine tuberculosis, anthrax);

To maintain product quality (e.g. chemical residues

To protect unaffected producers or regions froneake that may be endemic in other

regions (e.g. footrot, ovine brucellosis, Johnésedse, cattle tick);
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* To reduce indirect effects of disease on unaffepteducers who are not in a position
to take action themselves to effectively preventantrol the impacts of the problem
on their enterprise (e.g. chemical residues, Jeshtisease); and

» To reduce the impact of disease on affected haerd$lacks (e.g. mastitis, internal

parasites in sheep).

An important aspect of diseases requiring regianaroup action to control or eradicate is
that they are often diseases where producers ¢anitaividual action if they wish, but
where the risk of re-infection or break-down of toh because of external factors is

sufficiently high to discourage individual action.

For example, many sheep producers in the Austr&liate of New South Wales
were reluctant to attempt eradication of footrosiveep until a regional program
started and provided some reassurance that theg wet likely to get
reinfected.

Table 3.1 lists the characteristics of conditiohattdetermine whether a disease is more

suited to individual farm or regional control.

Table 3.1: Characteristics of conditions suited to farm-level or regional control (adapted from Hanson &
Hanson, 1983)

Farm-level control Regional control

Spread can be stopped by a physical barf¥rysical barriers of limited effectiveness in
such as a fence preventing spread

Rate of transmission is slow enough to alloWwansmission is too fast for intervention before
intervention before the entire herd is infectedthe entire (or majority of) herd is infected

Carriers are readily detectable on farm Apparentigalthy carriers can only be
detected by laboratory tests

No public health, food safety or produdCondition is a public health, food safety or
quality implications product quality risk

Low or no mortality rate High morbidity and high rtadity rates

Highly effective vaccine or treatment i&accine or treatment is only poorly to
available moderately effective
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3.3 Types of programs

Regional animal health programs can vary substanimatheir design, the tools used and the
way they are implemented, depending on the ratoreald objectives of the individual
program. Programs can be broadly classified acegrdo their objectives as either

eradication or control programs.

3.3.1 Eradication programs

Eradication programs are generally directed atefmination of a disease agent from a
region. This is usually achieved by the implemeataiof measures directed at reducing

prevalence on infected farms and interrupting spfeam infected to uninfected farms.

Eradication programs often require a strong regwatframework, with significant
government input to the management and implementadf the program. Funding for
eradication programs may be largely from governsienot shared by governments and
affected industries, depending on the nature oflibease and the capacity and willingness of

governments (and industry) to contribute.

Eradication programs are generally time-limited anm to eliminate the disease within a
relatively short or manageable period. Once diseaséiminated there is assumed to be no
ongoing cost associated with eradication but thew@y be substantive ongoing costs
associated with surveillance programs to prevesteal and respond effectively to any future

incursion of the disease into the area where itleas eradicated.

In cases of endemic diseases, eradication maydmeged by a period of control to reduce

the prevalence of disease to a level where eragiichecomes feasible and economic.

3.3.2 Control programs

As defined elsewhere, control implies any prograireated at reducing the level of
morbidity, mortality or production losses due tdisease. Control can be achieved by:

» treating diseased animals; and/or
» preventing infection occurring; and/or
» reducing the impact of disease in infected animals

Control programs are expected to have ongoing @sssciated with disease detection and

control, while-ever the disease or the reasonggaontrol persist.
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3.3.2.1 Regulatory programs

Some control programs may be supported by goverhragualation to allow enforcement of
compliance. Regulations may relate to movementrotstanimal treatments, destruction of
animals and compensation. Regulatory programs are common for diseases that have a
“public good” component, such as zoonotic diseaSpger time, if a control program is
successful it can be extended and adapted intoagication program. Examples of diseases
where regulatory control programs are used inclabrax, rabies and bovine spongiform

encephalopathy.

3.3.2.2 Voluntary (Industry-based) programs

Governments in many countries are moving to redagelation of the livestock industries,
and this move is often accompanied by a move tosvaoiLintary or industry-based control
programs. These programs rely on farmers complywotuntarily with recommended
practices to reduce disease risk to themselves aihdr producers, rather than using
regulations to enforce compliance. Voluntary proggadepend heavily on an effective
communication and education program to change émawbour and attitudes of farmer and
their advisors and to get farmers to adopt themewgended practices.

Voluntary programs may have some regulatory supfortexample legislative support for
the use of vendor declarations or movement conirblg are being used increasingly as an
alternative to regulatory programs, particularlyend most of the benefits of the program
flow to producers, rather than consumers or theegénpublic. Examples of voluntary
programs include the early stages of enzootic mi@ucosis eradication in dairy cattle in

Australia and Johne’s disease control programsanyntountries.

3.3.2.3 Assurance-based programs

Assurance-based programs rely on on-farm implertientaf a quality assurance approach
to management and production on some farms to goaisource of quality-assured stock
for other producers. Quality assurance programsiregarticipating farmers to implement a
range of recommended practices to achieve a qualiigome and are supported by an audit
process to ensure compliance and demonstrate pmogregrity. Stock from qualifying
farms may be assured as low-risk for a particuiseatse or for chemical residues, depending

on the program(s) in which they participate andlével they have achieved.
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Although assurance-based programs may not significaeduce the regional prevalence or
impact of the disease or condition of concern, tbay reduce further spread by providing
sources of low-risk stock for producers who wishatoid introducing unwanted diseases to
their farm. They can also be used as part of adamaegulatory or voluntary control

program. Examples of assurance-based programsisthe various Johne’s disease Market
Assurance Programs in Australia and similar programother countries, as well as industry-

based product quality programs.

3.4 Strategies that may be used for disease control

Maintenance of infectious disease in an animal [atjmin depends on presence of infectious
individuals and herds, presence of susceptibleviddals and herds, and contact between
infectious and susceptible individuals and herdse@se will persist in the population while

ever these conditions remain.

The main strategies for control and eradicatioaromal diseases (Thrushfield 2005) include:

* Quarantine: Isolation of diseased animals (or animals suspeaaitbeing diseased) so
the risk of spread to other susceptible animaledsiced. Often accompanied by other
biosecurity measures relating to movement conttglgiene and disinfection.

* Slaughter of diseased animals: May be accompanied by slaughter of high-risk
contact animals in emergency disease control (ef¢-&ad-Mouth disease outbreaks
in some countries) and disposal of carcasses dad wifectious material.

* Vaccination: May be to reduce spread of disease during an eaklor as part of
longer term eradication programs to reduce circuanfection.

* Treatment: Administration of drugs (antibiotics or anthelmg#) may be used as part
of a control program or to reduce risk of diseds&® occurring.

» Control of animal movements: Often part of quarantine measures to prevent diseas
spread. May also be used more routinely eg coetitglazing for management of
internal parasites or movement of animals out ghhisk areas at certain times of the
year to avoid vector borne diseases or bringingnals indoors at night in Africa to
minimise risk of exposure to African horse sickneisss carried by night flying
midges.

* Vector and reservoir control: Infectious diseases may be transmitted by insect
vectors or different reservoir hosts (Nipah vir@ntrol of the vectors or reservoir
hosts will help in disease control.
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» Biosecurity measures. Measures include hygiene, disinfection, and othenagement
measures that may reduce disease spread. May ledagipanimal, mob, farm or
regional levels.

» Genetic selection: May be useful in control of some diseases by elation of

inherited diseases or selection of animals witlhhdased resistance.

These strategies are generally applied throughdeparate activity pathways:
1. Detection of the infectious agent responsible fierdisease;
2. Reduction in the number of infected hosts;
3. Increase in the resistance to infection of susbkphiosts; and
4. Reduction in contact between infectious and sugadeptosts.

3.4.1 Detecting the disease agent

3.4.1.1 Surveillance

The termsurveillance describes an active process in which disease recmar data is collected,
analysed, evaluated, and reported to animal hagkimcies tasked with disease control. The
term monitoring is usually used for a more passive process althaugommon usage both
terms are often used interchangeably. Becaudeedubstantial cost involved, programs often

encompass several diseases at the one time.

An effective surveillance program will be able tosaer a number of important questions
relevant to disease control:

« Is the frequency of the disease remaining constammgasing or decreasing?

e What is the relative frequency of one disease coadpaith another?

» Are there differences in the geographical pattéthecondition?

* Does the disease have any impact on productivitjoaprofitability?

* Is the disease absent from a particular herd, megionation?

* Is a control or eradication program cost-effective?

The potential sources of data for surveillance g include clinical evaluations, laboratory
reports, slaughter inspection data, screening,testser reports, and on-farm screening

programs.

Surveillance or monitoring programs may be develope a number of different levels,

depending on the level of need for the informati®ome examples are listed below:
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1. Individual farms - these usually include monitgrof economically significant production
parameters, such as mortality rates, somatic oalits in milk as an indicator of mastitis,
growth rate, milk production, mortality rates, etdonitoring of temporal patterns of these
variables is important for early detection of pdigdrdisease problems or failure of on-farm

control programs.

2. Regional levels within a country (district, pircce, state etc) — including testing to detect

infected animals or herds and to support diseagelém at a regional level.

3. National — National surveillance programs carvéxy costly. To help defray costs these
programs may predominantly be based on passiveiance (investigation initiated by

the owner) or involve testing of only a samplehef hational herd.

Surveillance to identify infected animals or infeattherds/flocks is an essential component of
any control or eradication program. For such prograsurveillance could be targeted at
individual animals on-farm (for example, test-atalaghter programs for brucellosis or
bovine tuberculosis eradication), or could use egate samples, such as bulk-milk or pooled
faeces, or could use off-farm sampling such asutjitomilk factories or abattoirs (for

example, milk-ring testing to identify brucellosigected herds).

Farmer notification of suspected cases also formisn@ortant component of surveillance for
case-detection. For surveillance to be effectiveeeonomically justifiable test with known
sensitivity and specificity should be used. Once ifiected animal or farm has been

identified, further action is likely using one oome of the other tools discussed below.

3.4.1.2 Tracing

Tracing of livestock movements is an important fpaitticularly for the detection of infected
herds or flocks. For disease control purposesjnigagsually involves the identification of
potentially infected farms through the tracing afwvements of infected or exposed animals.
Further testing is usually undertaken on the idiectifarms to establish their true infection
status. If a farm’s infection status cannot be whetieed immediately, quarantine measures

may be imposed until the situation is resolved.

Tracing can involve any of the following activities

* |dentification of the property of origin of animaidentified as infected or suspect
through testing at abattoirs or saleyards (abé&tdeyard traceback);
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» |dentification of the property of origin of animadsispected as a potential source of
infection on an infected farm (trace-back);

» |dentification of farms that have received possigkposed animals from an infected
farm (trace-forward)

» |dentification of farms with animals potentiallymosed during movement of infected
animals, such as at saleyards or during transport;

» Identification of neighbouring farms or other farptentially exposed to an infected
farm by local movement of animals or infectious enatl; and

» |dentification of vehicles used to transport poiaht infected animals or vehicles,
people or other fomites that have had possible aobnivith infected animals or
environments.

Tracing activities are made much easier and mdrabte by the consistent use of unique
animal identification and national animal iden@fion systems that are capable of tracking
animal movements over time. An example of this sbrsystem is the National Livestock

Identification System (NLIS) in Australia.

In the absence of a comprehensive database of bmmaements, tracing relies on
interviews with the owners of infected or exposeihls to identify potential animal or
other movements that might have spread infectimredtigations may also include discussion
and examination of records from livestock agents;ksselling centres, milk processors and
abattoirs.

Effective tracing can also consume large volumesesburces for both the identification of
movements to/from infected farms, and also the esgiosnt identification and investigation of
the source or destination properties. However, @xation of tracing records can often help

understand the epidemiology and distribution ofsgase during an outbreak.

3.4.2 Reducing the number of infected hosts

3.4.2.1 Slaughter

Slaughter of individual infected animals, in-corntanimals or entire herds may be an option,
depending on the nature of the disease and thergmognvolved. Slaughter of infected
animals and herds has an immediate effect of radubtie number of infected animals in the

population and greatly reduces opportunities fothier spread of the disease.

However, this comes at a significant cost in tewhssurveillance to detect the infected
animals and the costs of compensation and dispioss animals are not salvaged through

normal slaughtering.
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Depending on the type and scale of the prograragktaring of stock can be undertaken in a

number of ways:

1.

Immediate destruction of infected and in-contadtahs generally in emergency
situations such as response to an exotic disedbeeald (for example, foot-and-mouth
eradication programs, bovine spongiform encephéhgpa

Test-and-slaughter programs have often been usbeé ipast for eradication of specific
diseases (bovine brucellosis and tuberculosis stralia). In this case animals are tested
and only those that are deemed to be diseasev@oait then slaughtered.

Herd depopulation may be used in extreme situatorigr problem herds where
eradication using other methods has failed (fongde, foot-and-mouth disease, bovine
spongiform encephalopathy in the UK; problem hdéod$ovine tuberculosis and
brucellosis late in the Australian brucellosis @mgerculosis eradication programs)
Slaughter or early culling of individual animals yrelso be used in non-emergency
situations as part of a voluntary or regulatorytoarprogram for some diseases (for

example footrot or ovine brucellosis in sheep, oloonastitis in dairy cows).

3.4.2.2 Animal treatments

Where available, treatments (either therapeutigreventive) can be used to treat infected or

exposed animals and reduce prevalence. For exaamiiejotic preparations can be used to

treat mastitis cases and teat disinfection prejpastcan be used to prevent new infections

occurring.

3.4.3 Increasing resistance of susceptible hosts

3.4.3.1 Vaccination

Vaccination is an important tool for the controbagradication of many diseases, and can be

used in two main ways:

* Routine animal management where commercially avi@lgaccines may be used as
part of routine on-farm disease control for diseasach as clostridial diseases,
leptospirosis, vibriosis, Marek’s disease, etc.

* Prevalence reduction where specific vaccines maysieed either on individual farms
or at a regional level to reduce the prevalencdisg¢ase as part of a regional control
or eradication program, by increasing the levehei immunity. This can be used

solely for control purposes, or as a prelude talieedion, with eradication attempts
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only proceeding subject to reducing prevalencenédction to an acceptable target
level. For example, a key aspect of the brucellesiglication program in Australia
was the use of Strain 19 vaccine to reduce pregalem high-prevalence regions

before eradication commenced.

Progress of a disease in a population is affecteddod-immunity effects. Herd immunity
effects appear when a meaningful proportion ofggbpulation is immune to a disease either
from innate immunity (although this may not alwdysve an immunological basis), natural

infection or vaccination.

Herd immunity will slow the rate of transmission afdisease within a population, with the
magnitude of the effect depending on the level@tdhmmunity. If herd immunity is high,
infection may fail to establish or can be elimibteom the population. It is not necessary for
all individuals in a group to be immune to elimmanfection. The level of herd immunity
(proportion of immune animals in the population)sihsimply be sustained at a level which
exceeds a critical threshold value at which theaxirate between infectious and susceptible
individuals is insufficient to sustain the epidemid@his means that if a minimum critical
proportion of animals can be kept immune to infectia disease can be eliminated from the
population. For many infectious diseases, effectraccination rates of 70-80% provide

sufficient herd immunity to prevent an epidemicrigesustained.

3.4.3.2 Genetic manipulation

Many diseases have some level of genetic resistansesceptibility. For these diseases it
may be possible to breed for resistance to infadtior example internal parasites in sheep).
However, any such breeding program is likely tddrmg-term, and must consider competing

priorities for selection on production traits.

3.4.4 Reducing contact between infectious and susceptible hosts

3.4.4.1 Quarantine

Quarantine is the physical isolation of infected or potenyiahfected animals to prevent

further spread of infection. Quarantine can beiadpb farms that are known or suspected to
be infected to prevent spread of infection to oflaems. It can also be applied within farms
to prevent spread between infected and uninfeatedpg of animals, or to isolate introduced

animals until the farmer can be confident that they disease free. Occasionally groups of
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farms may also be quarantined, particularly if treg potentially exposed to a highly

infectious disease.

3.4.4.2 Movement controls

In a similar way to quarantine of infected farmegional or inter-property movement
controls can be used to reduce the risk of spréadextion from areas of high prevalence to
areas of lower prevalence. These movement contatsbe supported by official disease
“zones” and regulatory requirements for movememsvben zones, or by a less regulated
approach and voluntary implementation of recomména®vement controls to minimise

disease spread by farmers.

If a regulatory program is implemented it is appraie not only to have regulatory support
for movement controls (including quarantine), bigoathe willingness and resources to
enforce the regulations. Under such programs it b@yecessary to have regulatory staff
available to maintain movement check points, chekement documentation, carry out
saleyard inspections and enforce other regulatiasmsppropriate. However, regulation does
not necessarily mean that the program will be caedplith. In fact, a voluntary program

with effective education and ownership of the papgrby farmers may be more effective

than an unpopular regulatory approach.

In a less-regulated or voluntary program, it idl stnportant to know the level of farmer
compliance with recommended control measures. Tdrereeven in completely voluntary

programs it is essential to monitor or audit comptie rates against targets on a regular basis.

If farmer compliance is poor, the program is urlljkeo succeed and progress and future

options should be urgently reviewed.

3.4.4.3 Vector control

For vector-borne diseases, control measures may be morg dasitted at the vector than at
the actual disease agent. For example, effectimeg@aof tick fever in cattle in many parts of
Australia is achieved mainly by controlling its thedtick vector. Similarly, effective long-
term control of liver fluke in sheep and cattle dsnachieved by either eliminating the snail
vector or restricting access of stock to the saaibitat area. Vector control also should

include consideration of mechanical vectors sucsyasges/needles, which can be important
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vectors for some diseases such as enzootic bosuwdis or caprine arthritis-encephalitis

virus.

3.4.4.4 Management measures

Grazing or animal management

For some diseases, grazing management strategedeaised to reduce exposure of
susceptible animals to contamination. For examplany internal parasite control programs
are based on grazing susceptible young animalastues that have previously been grazed
by low-risk older animals. Similar strategies hdezn tried for control of Johne’s disease,
although low-risk animals may be difficult to idépt and may be a different group to

animals that are low-risk for parasites.

Many diseases are also affected by factors unaecantrol of the farm manager, such as
housing, nutrition, stocking rates, feeding pragicetc. For these diseases, effective control
can often be achieved by changing management geactor housing to reduce the
transmission or impact of the disease. For examp#glequate ventilation is an important
contributor to respiratory disease in pigs, so wwtere respiratory disease problems can
often be overcome by improving shed ventilationmi&rly, bovine Johne’s disease
transmission relies on ingestion of contaminatetdiamaterial by susceptible calves, so that
the incidence of Johne’s disease in dairy cattte lma reduced by changing management to

minimise the exposure of young calves to adultdheontamination.
Biosecurity

Biosecurity measures complement other control nreasand generally involve two quite
separate components, bioexclusion, aimed at keelisegses out and biocontainment, aimed

at preventing onward transmission from infectedlser flocks.

Bioexclusion is the implementation of measures to prevent the introduction of
unwanted pathogens into a livestock (or other) population.

Biocontainment is the implementation of measures to prevent the onward
transmission of unwanted pathogens from a (potentially) infected livestock (or other)
population.

Bioexclusion measures are focussed on diseasddrees, and are made up of a range of
measures designed to keep disease out. Theseatadeinsolation of introduced stock, only

sourcing introductions from farms with a specifledel of testing or assurance, disinfection
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of equipment and clothes/boots coming onto the famanagement of boundary fences and
contact with neighbouring stock, vaccination, tggtdf introductions and any other measures

designed to keep disease out or for early deteatmoiresponse to disease introduction.

Conversely, biocontainment measures are aimed ratat@f disease on infected farms to
reduce prevalence and other measures to reducékéidood of onward transmission.

Although quarantine is one important biocontainmergasure, biocontainment is broader
than just quarantine and includes a range of athesisures, including many of the same
activities as for bioexclusion. Specific additiomakasures include vaccination, culling or
treatment of affected animals, selling animalssfaughter only, testing animals prior to sale,

disinfection of people and equipment leaving threnfamaintenance of boundary fences, etc.

3.4.4.5 Disinfection

For highly infectious diseases such as foot-andtmdisease, disinfection of premises and
potential fomites (including veterinary equipmeistlan essential component of any control
or eradication program. Disinfection can also beimportant part of on-farm biosecurity
programs to keep farms free of disease.

3.4.5 Supporting activities

3.4.5.1 Communication, education and training

Support of producers and the general public forgiregram and compliance of producers
with program requirements are essential requiresnfarta program’s success. Without an
effective communication and education program, highels of producer support and
particularly of producer compliance are unlikelyb® achieved. Program messages must be
simple and consistent, and in many cases a suladtaffort will be required to change the
attitudes of farmers and their advisors to diseasdrol and also their actions in managing
disease risk. Education and training are also catitelements, to inform and educate

producers and advisers about technical aspeckeafisease and the program.

This is increasingly important with the shift froregulatory to voluntary programs, so that
farmers are being asked to voluntarily change thictices to reduce disease risk, possibly
at a significant short-term cost to themselves.
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3.4.5.2 Risk assessment

Traditional disease control programs have reliedegiulatory management of quarantine and
movement controls to limit the spread of diseasi#h whe underlying assumption that the
measures imposed would be effective. Movement otmtwere generally based on a
perceived “no-risk” approach to prevent spreachéddtion.

With the move towards more voluntary programs, #rerecognition that there is no such
thing as a “no-risk” policy, risk assessment hasobge an important aspect of any control or
eradication program. A risk assessment approachesnakthorough understanding of the
epidemiology of the disease much more importantthed the true risk associated with

various options can be properly evaluated and comoated.

It is also important to note that in risk analy@eminology, “risk” includes elements of both
likelihood of occurrence of an event and the exgectonsequences, should it occur. This is
in contrast to the epidemiological definition afkj which relates to likelihood of occurrence

only.

The increasing move to a risk-based approach ahehtewy control programs has been
developing has coincided with an environment ofrel@sing government expenditure on
disease control, placing increased reliance onlilestock industries to fund and manage

programs with fewer government inputs.

3.4.5.3 Economic analysis

Just as a cost-benefit analysis is essential ieregd@ing whether or not a program is
worthwhile in the first place, it is also essentiaht any program is subject to ongoing
economic analyses. Such analyses should be dirattigtermining if the achievement of the
program objectives is still economic, as well agedaining which are the most economic
and cost-effective of a range of potential contations.

3.4.5.4 Animal Identification

Identification of individual animals to their prape of origin (and even their property of
birth) is an essential component of an effectivevaillance program for the detection of

infected herds and flocks.

For example, abattoir inspection of adult sheepaims important part of
surveillance for ovine Johne's disease in Australfustralia’s flock
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identification system allows rapid tracing of theigon of sheep that are
inspected and found to be either positive or nggatso that an inspection
history can be built up for each flock and regiorertime, providing better
levels of assurance for low-risk flocks and aread allowing estimation and
monitoring of flock-prevalence on an area basis.

Many countries now have mandatory cattle identilocaand passport systems

in place to support traceability of animals anddut in the wake of the bovine

spongiform encephalopathy outbreak.
Identification of animals to the property of origis important both at the abattoir, and for
sales between properties, to support rapid tra@hganimal movements in cases of
emergency disease outbreaks, such as for foot-andhmdisease or bovine spongiform

encephalopathy or for chemical residue incidents.

Permanent individual identification of animals @ms is also an important and useful tool
in any program that depends on animal testing améxation. Unique animal identification
allows animals requiring further action (such a8y or treatment) to be easily identified

for such action as may be required.

3.5 Pre-requisites for a successful program

Before embarking on a potentially difficult, cosdyd often controversial disease control or
eradication program, it is essential to evaluagepfoposed program in terms of its technical

feasibility and likelihood of success.

The critical elements required for a successfuealg control or eradication program are
summarised below (adapted from Yekutiel, 1981 ahdigfield, 2005). Although it may be
possible to successfully control or eradicate aalie without meeting all of the criteria
listed, the likelihood of failure increases as menigeria remain unfulfilled.

1. Adequate knowledge about the cause of the disease and its epidemiology

Knowledge of the cause (at least in epidemiologieahs) and the epidemiology of a disease
is essential for the development of effective sgas for the prevention of transmission and
spread of the disease and for the applicationreiestng tests to detect cases.

2. Adequateveterinary infrastructureand resour ces, including administrative and
operational personnel

Adequate infrastructure and veterinary staff aseesal for the effective implementation of a

program. Inadequate staffing of the program islyikke result in failures in the application of
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the selected control measures and significant detagneeting program objectives. Important

components of the infrastructure required for aeasful program include:

» field veterinary staff;

» lay staff to assist with field activities;

» administrative staff to manage the program; anchtaai databases and reporting
capability;

* regulatory staff to implement and enforce legisiasupport measures;

» diagnostic facilities and staff; and

* research facilities and staff.

3. Accurate, reliable and economic diagnostic tests

Reliable and cost-effective tests that have be@uwately characterised for sensitivity and
specificity are essential for the identification iofected animals and herds or flocks, for
appropriate follow-up action. Reliable tests asoakquired for herd/flock classification and
identification of low-risk replacement stock. A gbainderstanding of test sensitivity and
specificity and factors that may affect these ctimréstics is also required for the

development of appropriate testing and surveillasicegies.

4. Epidemiological featureswhich facilitate case detection and effective surveillance

Diseases that are mainly sub-clinical or for whitdgnostic tests have a poor sensitivity are
likely to be difficult and expensive to detect, nmakthe reliable identification of cases and
implementation of control measures difficult. Disea which can be detected through
screening of routinely available samples or by $&mesting at the herd/flock level (for
example abattoir screening, bulk milk samples)raoee suited to an effective program than
diseases which require on-farm testing of large mens of individual animals for the
identification of infected individuals and/or hefttscks.

5. Control measuresthat are simpleto apply, relatively inexpensive and highly
effective at preventing transmission of infection

Any control or eradication program depends on thplementation of one or more control
measures to interrupt transmission and reduce leres@ While it is possible to control and
even eradicate diseases with imperfect tools ¢fanmple brucellosis, TB), the more effective
the measures are, the more likely a program isutweed. The less that is known about
disease transmission and on-farm control measarele harder it is to control on-farm, the

more difficult it will be to control the disease arregional or national level. Measures must
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also be effective at preventing spread betweendaam well as at reducing or preventing

transmission on infected farms.

Formal risk assessment should be completed oigképrobability of disease event and
consequence) of disease occurrence and spreadvararrs scenarios (no control and under
each control or eradication option).

6. A reliable source of sufficient numbersand quality of disease-free replacement stock
for those destroyed or culled during the campaign

Any program requiring slaughter or compulsory agliof infected stock is heavily
dependent on a source of disease-free replacemiéndssease prevalence is high, this
becomes more difficult. Also, if available testsv@a poor sensitivity it may be difficult to
reliably identify low-risk animals or populations a source of replacements.

7. Support for the program amongst producersand the general public, and
cooper ation by producerswith therequirements of the program

If there is not a high level of commitment to thegram among producers it is likely to be
affected by criticism, unrest and even active tasie, hampering implementation and
potentially undermining the effectiveness of thegmam. This is even more important for
voluntary programs, where farmer education, supgaadtcompliance are critical for program
success.
8. Appropriatejustification for eradication or control, supported by independent cost-
benefit analysis
Without a clear and well-argued rationale for ecatdon or control, any program is likely to
lack the support of producers, industry leaders gowernments. The most common reasons
for eradication or control have been discussedipusiy, but include public health effects or
the cost of the disease to the industry or commuifiteradication is proposed, there also

must be a valid reason for recommending eradica#trer than control.

For a program to be supported, a social cost-beaeflysis will generally be required,
demonstrating that the program is economicallyiffable and that the expected returns (in
terms of savings in cost of disease or productiNisges) exceed the cost of the program over

the longer term.

9. Supporting legislation to enablethe program to proceed, including provision for
compensation

Appropriate legislation is required to implementvament controls, compulsory slaughter,

compensation and other measures included in regul&gpe programs. However, even in
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voluntary programs, some level of legislative bagkmay be required to provide a legal
basis for area declarations and movement restgtiand for enforcement of program

requirements.

10. The ecological consequences of the program must be assessed and addr essed

There is increasing public concern over environ@leand ecological issues, such that they
must now be an important consideration in any ahingalth program. If the proposed
program is likely to have adverse environmentakoological effects it is unlikely to be
supported by governments or the general public. é¥@n programs that have a positive
impact on the environment (for example by reduc¢ireggferal animal population) are likely to

be well-supported.

11. Adequate funding committed to the program

Without adequate funding, any animal health progrerdoomed to failure. In the current
economic climate, governments are reluctant to cibnfeinge amounts of public money
unless there is a positive return on their investnaand an obvious public benefit from the
program. Where the livestock industries are theomlagneficiaries of disease control, they
are also expected to be the major funders in somomtges. A requirement for industry
contribution also raises the issue of how to cotlioney from producers at a State or

regional level, usually through some form of le¥yale or slaughter.

3.6 Application of control measures based on infection status

One way to think about control and eradication messis to consider measures that may be

applied based on the infection status of an indizidarm or village (Toma et al 1999).

3.6.1 Control measures applied to an infected premise

In Australia the most common unit at which theseasoees would be applied is the farm. A
farm is generally one enterprise at a single locathough it may cover a large area and have
large numbers of animals of multiple species. Imeotareas of the world it may be more
logical to think of a village or some other unit.uiit is likely to be a relatively small area
where animals can co-mingle during feeding or manznt.

For contagious diseases the critical first stepantrol is to implement quarantine measures
usually accompanied by restriction of movementrafmals into and out of the premise. In

many cases all movement of animals and animal ptedand other related material (animal
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feeds, equipment, etc) may be stopped and evenmemnteof people onto and off infected

premises may be carefully controlled.

A second critical step for contagious disease®igelly to slaughter all susceptible animals
on the infected premise and dispose of them inyathvat eliminates infectious risk (burial or

burning) along with any other infectious materiacls as bedding or other material. For
diseases that are not highly contagious, it mayaperopriate to test animals and only
slaughter those that are known to be infected.rAdtitvely animals may be able to be sent

for processing but not transferred to any otheperty.

These measures are accompanied by disinfectionegbrtemise to minimise the probability
of infectious agent surviving in the environmentl application of biosecurity measures to
reduce the risk of disease inadvertently beingiedroff the premise. This may include
disinfection and changes of clothes and vehiclentiy and exit points to/from the property,

control of movement of people and other things artd off the property.

Trace-forward and trace-back should be used tdifgleany high risk contacts of movements
onto the property in the period before the diseaas detected and off the property. Other
properties identified through these procedures Ishioel visited and examined to look for any
evidence of infection. Knowing the incubation pdraf the disease, the likely date when the
premise was infected and dates of movements onidf tine farm can all be used to identify
windows of interest for tracing. If the date whée premise was likely to have been infected
can be identified then all movements off the famonf that time up until quarantine is

imposed should be checked.

Once infection has been eliminated from the prentigre is then usually a period when the
premise may be left without any livestock. Thistashelp ensure that once animals are
permitted back onto the farm (restocking) that tHeynot get infected from infectious agent
that may have survived for some time in the envirent. The period of time will depend on

the longevity of the infectious agent in the enmirent.

If eradication is an aim of the response policgntlit will be necessary to demonstrate that
eradication has been achieved before the areauotrgocan declare itself free of the disease.
Proof of freedom from disease is an important fiomcof surveillance and will be discussed

in more detail in a separate manual.
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3.6.2 Control measures that may be applied to a disease free premise

A disease free farm can be considered like a reamoddasolated castle with a moat around it.

The principle is that measures have to be adopegdprevent disease from getting in.

Animals and any product capable of carrying infactshould only be allowed to enter the
premise if they can be confidently declared to Imeabke free. This may be difficult to
achieve. It may be safest to not allow any anin@lenter. If animals must enter then they
should be subjected to sufficient testing and eration to be confident that they are not

infectious.

Strict biosecurity measures should be imposed dhetu restriction on visitors and
disinfection and other measures (change of clothasicle etc) at controlled entry and exit
points.

If the disease is able to be spread through therara water (streams or overland flow), or
wild animals, insects, birds, etc then each oféhesks will need to be assessed and measures
applied to mitigate risks. It may be useful to maremals away from the boundary of the
farm and develop a destocked barrier region albadbundary. Additional control measures
for rodents or other wild animals may be appropriat

In many cases and particularly where the preval@figafection around a premise may be
high, even if all applicable control measures arplemented, the farm may become infected.

3.7 Example: Rabies in Bali

When the current rabies outbreak in Bali began0®82 the island had no policies for rabies
post-exposure prophylaxis (PEP), no dog bite slianeie, no rabies diagnostic facilities and

no vaccination program for dogs. In subsequentsyd@ Indonesian government provided
PEP for humans and vaccines for dogs, diagnosstinte was established at the Disease
Investigation Centre in Denpasar and surveillanas implemented of dogs that died or were
killed either as part of culling programs or thatres showing neurological signs. Culling of

unconfined dogs was instituted in some areas bstfawand to be counter-productive because
people reacted strongly by hiding or moving dogavoid culls and replacing dogs that had

been culled.

While most dogs are owned, many are unconfined taied combined with the need for

frequent booster vaccination using the locally piaetl vaccine meant that there were serious
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problems in achieving effective vaccine coveragmd-lasting vaccines were supplied from
about 2009 and by mid 2011 about 250,000 dogs kad kaccinated (coverage >70%). A
second island wide vaccination program was comglieyelate 2011.

Mass vaccination has been shown to be effectivee@diicing rabies incidence in dogs,
reducing human exposures and reducing cases @srabpeople. Mass vaccination must be
continued along with effective surveillance and tooinof inter-island movement of dogs if

rabies control is to be maintained and spreadetittease to other islands is to be prevented.

A recent publication (Townsend et al 2013) apptieel use of mathematical modelling to the
guestion of whether mass vaccination might be sbRiccessfully eradicate rabies form the
island of Bali.

The authors concluded that a single mass vaccmatiogram that achieved 60% or lower
coverage of the dog population had no chance afessful eradication while two campaigns
of 80% coverage or three campaigns of 60% coveragepredicted to achieve eradication in

90% of model runs.

A related publication (Agung Gde Putra et al 20i@)icated that there has now been two
mass vaccination programs that have achieved ~t#rage rates of dogs but that rabies
continues to be present and dog bites of peopleo&xes) continue to be high (more than
4,000 per month). Townsend et al (2013) suggesigidalthough the overall coverage in the
first mass vaccination program was as high as 7086ldng time taken to complete the
program meant that the average island wide covenage probably closer to 40% due to

ongoing animal turnover and waning immunity.
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Figure 3.1: Rabiesincidence on Bali prior toisand wide mass vaccination. From Townsend et al (2013)

Townsend et al (2013) suggest that eradicatioshgegable with a third and possibly further
mass vaccination campaigns, but that ongoing cbaind surveillance will be critical to
prevent re-introduction of rabies in the future reve eradication is achieved. Eradication

would save about 55 human deaths per year whilérieg ongoing surveillance and control.

Continued control without eradication was predidiedave about 44 human deaths per year
(some deaths would continue) and would require mrggexpenditure on mass vaccination

programs and human PEP.
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3.8 Designing an appropriate animal health program

The challenge for designing an animal health progrs to bring together the most cost-

effective mix of tools to achieve the desired goal.

Key issues in planning and designing an appropreg®nal animal health program include:

* What is the current situation (how common is theedse, what inputs and tools are
available, etc)?

* What is the desired situation?

* Is aregional program the right approach?

e Is aregional program feasible and likely to becgssful?

* Is the proposed program likely to be a voluntaryegulatory type of program?

« What control tools are available for use in thegpam that are likely to be effective
for the disease of concern?

* What level of resourcing is available for implemegtthe program?

* Is the proposed program feasible and likely toumassful?

* Who are the main beneficiaries of the program?

* How will the program be funded?

* How will the program be managed?

In most cases, any program will be made up of a @anenore of the various strategies
discussed above. Once the appropriate programsteatdgies have been identified, and the
ways in which they will be applied have been deteeu, detailed business and operational

plans for the program should be developed.

The Program plan describes the overall managemmhtoperations of the program and
should:

» Define the overarching goals or aims of the program

Identify specific objectives against which progreaa be measured and reported;

* Provide a detailed description of how the prograithbve managed

» Define roles and responsibilities for participatorganisations and key personnel;

» 3333Include a detailed budget and funding souraethé program;

« Identify supporting legislation and regulatory paesveequired or available to support

the program
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» |dentify the resources required for implementato where these resources will
come from;

« Define timelines, targets and monitoring processesvaluate progress of the
program; and

* Provide decision points and criteria for key demisias to whether to continue,

modify or abandon the program.

In some cases a program plan may be split inbusmness plan that covers broad goals,
management, responsibilities and funding; and ars¢goperational plan (often reviewed
annually) which provides the specific details afjs, resourcing and day-to-day operational

activities of the program.

3.9 Monitoring program performance

The success of animal health programs is highlyakée, depending mainly on the factors
outlined previously. However, if program performans not monitored and regularly
reviewed, stakeholders will not know whether itsiscceeding or not. Therefore, ongoing
monitoring of program performance and review of i@ebments against targets and

objectives is essential for any animal health paogr

It is also important that performance is monitoegginst both financial and animal health
objectives. A program can be operating very effitieon a financial basis, and remain well
within budget, but fail to achieve any of its anlrhaalth objectives, and vice versa, either of

which represents significant failure of the program

As part of the planning process, milestones shbaldet, at which progress can be reviewed
against targets. Failure to meet targets at awepm@nt should trigger a response to identify
why targets are not being met, and to implementsones to correct any deficiencies. In
some cases the program business or operationad plach budgets may need review and

refinement, or in severe cases a major overhathleoprogram may be required.
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3.10Economics of animal disease control

Animal disease has a range of potentially adveffeets that can be presented in economic
terms. Economics uses monetary units (dollars)ntorm rational decision making about
allocation of scarce resources between competitigrego Economics is generally focused on
the use of resources (inputs) that in turn prodyomes (outputs). Outputs then produce some

form of human benefit through a market (productdusr purchased by consumers).

Economic analyses can be complex and difficultridasstand, reflecting the complexity of
animal production systems and the difficulty in @dsing and valuing the potential impacts

at both farm and national levels.

3.10.1 Data requirements for economic evaluation

In order to perform economic analyses to compatm®iap for disease control or eradication,
it is often necessary to collect an extensive sefata and information including (Rushton et
al 2012):

» The livestock production system or systems (ifeérame multiple separate systems) in
sufficient detail to be able to describe productiath and without disease. This will
usually require some form of model to simulategheduction system (number of
females bred, proportion that get pregnant, nurobealves born, annual loss rates,
growth, turn off etc).

* The occurrence of disease and the effects of dismashe livestock production
system (mortality, morbidity, production effects)daon factors outside the
production system.

» Possible control measures including their effeatslisease occurrence, livestock
production and on market prices.

» Details of the costs associated with implementiifigreént control options.
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Resources | Products | Human
(inputs) “1 (outputs) “| benefit

land animals

labour meat / milk / other

capital manure

animals work (traction)

feed other

other

Figure 3.2: Livestock production system pathway showing effects of disease (from Otte and Chilonda,
2001)

Animal disease has the potential to produce adwfsets at each step along the livestock
production pathway. Disease effects can be groujrast or indirect losses.
» Direct losses include:

o Mortality of breeding or production animals

o Reduced production efficiency eg reduction in feedversion, fertility rate,
growth rate etc. May be presented as a highemofatguts to sustain required
outputs.

0 Reduction in product quantity (fewer offspring,demsilk, less eggs, less meat
or fleece etc), or reduction in product qualitydpbides because of tick
damage, discarded milk because of mastitis etc)

o Costs incurred in diagnosing and treating sick afsniveterinary fees and
drugs costs).

* Indirect losses include:

0 Additional costs for disease control measures adieation

o0 Human health costs associated with health impagis Zoonotic diseases
(BSE, HPAI, Salmonellosis) or from unintended capsnces of control
measures (chemical residues in products)

0 Negative animal welfare impacts of disease or cbmieasures

o Trade restrictions due to disease and control rmeasu

o0 Loss of consumer confidence in a market sectoiingad reduced demand or
altered consumer behaviour

0 Range of possible negative effects such as a noovartls production systems

that may be resistant to disease but that arevelhainefficient or have other
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potentially negative effects (use of resistant gjesavith reduced production

efficiency).

The direct cost of disease has been defined asutheof the production losses and
expenditures that are incurred because of thesksdde components contributing to direct
costinclude L+ R+ T + P (Bennett 2003):
» L= value of loss resulting from reduced outputhia presence of disease when
compared to no disease;
* R=increase in expenditure on non-veterinary resotgsulting from the presence of
disease (increased labour, feed, vehicle runnisgscequipment etc);
* T= expenditure on diagnosis and treatment of deseaaffected animals;
» P= expenditure on prophylactic measures to premégttion and disease from

occurring in healthy animals.

3.10.2 Methods for economic evaluation

Economic analyses of disease impacts may be peztbahthe micro-economic level (farm
or household) or at the macro-economic level (itgusector or country). There is a
bewildering array of terms and methods used in @gon analyses of production systems

and the effects of disease on these systems.

At the micro-economic level the most common appneadnvolve partial budgets and gross
margins analysis. At the sector or national leveisi more common to see benefit-cost

analysis (BCA) of some form. These terms requiraesbrief explanation.
The termbudget simply means estimation of expected income anemsgs.

A whole farm orenterprise budget estimates the income (outputs) and costs (inpotshie

enterprise or farm. Input costs include both fiaed variable costs.

Fixed costs for a farm or enterprise vary onlyhe tong run and are still incurred even if
output is zero. Fixed costs usually include permanabour including paid staff and the

owner’s family, depreciation (infrastructure, vdbg& machinery, equipment), maintenance
and repairs, fuel & oil costs (where they canndilgebe assigned to one enterprise), rent,

interest.
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Variable costs are those costs that are relatedttlirto the amount of output produced and
would decline to zero if output was set at zeroridfde costs are able to be allocated to
specific enterprise activities (cattle productios eropping for example). Variables costs
include feed, veterinary inputs, seed, fertilizegrketing costs and casual labour employed
for specific jobs such as castration of calves.i®lehrunning costs are generally not included
in variable costs unless they can be clearly altmt#o a specific enterprise. If the number of
breeding cows doubles, then the variable costsceded with carrying the additional stock,
such as feed costs and costs of medication (dreachkination) will also double.

Gross margins analysis is defined as the gross income from an enterpeise the variable

costs incurred in achieving it and is generallycokted on a per-year basis. It does not
include any fixed costs. The gross margin for aterpmise is the gross income minus the
variable costs over a one-year period. Gross ma@y® generally produced in units such as $
per animal or animal equivalent or per unit of laaréa (hectare). A gross margin is not a
profit measure because it does not include fixestscavhich have to be met regardless of
enterprise size. Gross margins do allow comparisbrsimilar enterprises and allow

assessment of the impacts of changes in manag@maatices.

A partial budget means summarising just those changes in expemsegancome when
some minor change is made to management or sonee iotfout in the production system
(using a new feed supplement or vaccinating/drergclainimals). Partial budgets generally

consider four components:

Table 3.2: Table showing components of a partial budget for assessing economic impacts of a minor
change in management practice(s).

Costs Benefits
new costs costs saved
income lost new income

Partial budgets are relatively simplistic and may represent all the factors that might be

relevant in a decision about investing in some gkdn management practices.

Table 3.3: Table showing approach to partial budget estimation

Change Amount Unit price Gains Costs
New feed supplement Skg Ss /kg S*Ss
Additional feed required F kg Sf /kg F*Sf
Additional labour D days Sd /day D*Sd
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Additional weight gain of cattle W kg Sw /kg W*Sw
Additional manure sold M kg Sm/kg M*Sm
Partial budget [W*Sw + M*Sm] - [S*Ss + F*Sf + D*S$d]

The example above shows a simple partial budgéetttempts to assess the impact of a new
feed supplement on weight gain and manure outpat ¢attle production enterprise. If the
benefits are larger than the costs then the managiechange may be considered worthwhile

on economic grounds.

Total costs
afterthe change

Marginal benefits

Benefits
Benefits

Total benefits
afterthe change

""" Before

Marginal costs

Costs =—> Costs =———>>

Figure 3.3: Production function showing budget impacts before and after a change in management
practices. The left side shows measures or total benefits and costs and the right side shows mar ginal
benefits and costs (Rushton 2009).

Often changes intended to control or eradicatestoek disease and benefit animal
production measures may take years to fully implemia addition costs may be higher in
the beginning and then reduce over time and benefday be lower in the beginning and
slowly rise over time. It is very difficult to assethe impacts of these sorts of changes using
partial budgets or gross margins analysis alonenlynaecause of the time change in the
value of money. One dollar earnt (or spent) nonoisthe same as one dollar earnt or spent in

five years time, mainly because of the effectshofds like inflation and discounting.
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Often a method like gross margins analysis is @drusing additional criteria that allow for
the time-changing value of money. Converting futuedues (benefits or costs) generally

involves application of a discount rate.

X

PresentValue = PV = ———
1+r)

where PV=present value
Xi= amount of money in year t
R is the discount rate expressed as a propq&fa=0.05)
T= number of years from the present date

The discount rate is also described as the opptrtwost of money. There are many
different approaches to setting the discount rateeasonable approach is to usertéad rate

of interest which can be estimated as the nominal interest (@&ist of borrowing money)
minus the inflation rate. If the market intereseravas 7% and inflation was 1.5% then the
real rate of interest would be 5.5%. An alternatipproach is to use an estimate of the rate of
return you could get if you invested the moneyrniraliernative investment with a similar risk

profile (ie investing in a bank or in a financiahrket).

If all current future benefits and costs are adidsto that they are all measured in present
value (PV), then it is possible to perform companmss of different strategies that may have
different patterns of benefits and costs over tilffeese comparisons are generally done using

one of three criteria: net present value, interatd of return or benefit-cost ratio.

The net present value (NPV) is the difference between the sum of the presehtevof all
benefits and the sum of the present value of aitscdf the NPV is positive (present value of

benefits is greater than present value of coses) the investment is worth considering.

Theinternal rate of return (IRR) is defined as the discount rate that must be apptianake
the NPV equal to zero. If the IRR is greater thae tonventional discount rate than the
project is worth considering because the findings suggesting that the investment will

provide a better return than if you had investedrralternative investment.

A benefit-cost ratio (BCR) or benefit-cost analysis (BCA) or cost-benefit analysis (CBA) is
calculated by dividing the present value of thediigs by the present value of the costs. If the

ratio is greater than 1 then the benefits exceed cibsts and the investment is worth
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considering. Benefit-cost analysis is often of mestue when performed at the sector or

national levels.

Rushton et al (2012) also describe the useostfeffectiveness analysis as an application of
economic evaluation that can be applied in theyestdges of a disease outbreak response
and used to guide decisions relating to implemamtaif policy to achieve the most effective
result per unit of investment. The principle isd®n identifying possible interventions and
associated costs and effects (outcomes), in oalachieve a pre-existing policy goal. The
evaluation may be presented in terms of cost psitipe animal detected or cost per animal
saved and the application of this approach may egdi€ecisions about which strategy to

implement to achieve a given target in the most-etiective manner.

It is also important to recognise that decisionarat level will only partially rely on rational
economic measures. Farmers may choose one opteranether because of risk perception
or for other personal reasons rather than soledgdan estimates of economic benefit. These
issues may explain why individual farmers may cleooptions that are not necessarily
associated with the highest NPV or best BCR basezstonomic analyses.

3.10.3 Macroeconomics vs microeconomics

Microeconomics refers to estimates of costs an@fiterat the farm level.

Macroeconomics refers to economic analyses condattan aggregated level such as across
an industry sector (livestock or agriculture) oross the national economy as a whole.
Macroeconomics is a very complex area particulathen the approach involves trying to
determine the interactions between animal disaaskiding effects of control or eradication
programs) on different sectors in the economy aagkdomestic consumption, foreign trade,

tourism, biodiversity and others.

Where animal disease or control programs targetidigease have effects that are beyond the
farm gate or even beyond the livestock productigatesn, there is a strong case for
government involvement in disease control programbetter manage investment in risk

management for the benefit of the entire populabibtine country.

Countries may develop a shared responsibility fevetbpment and implementation of
animal health and welfare policies including digeasntrol programs. At one end of the

scale where livestock producers are the primaryefigaries of any improvement in
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outcomes, then the producers may be expected tdopamost or all of the costs associated
with the program(s). At the other end of the sedhere the benefits of any outcomes may be
considered to mainly involve people or areas othan the livestock producer (public health,
animal welfare, environmental benefit), then thisra stronger case for having government

bear some or most of the costs (Bennett 2012).
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